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2

30 Abstract

31 Objectives: In lung transplantation, a priority is assigned to each candidate on the waiting list. Our 

32 primary objective was to identify the key factors that influence the allocation of priorities in lung 

33 transplantation using machine learning (ML) techniques to enhance the process of prioritizing 

34 patients.

35 Design: Developing a prediction model.

36 Setting and participants: Our data was retrieved from the UNOS open-source database of 

37 transplant patients between 2005 and 2023.

38 Interventions: After the preprocessing process, a feature engineering technique was employed to 

39 select the most relevant features. Then, six ML models with an optimized hyper-parameter 

40 including Multiple Linear Regression (MLR), Random Forest Regressor (RF), Support Vector 

41 Machines (SVM) Regressor, XGBoost Regressor, a multilayer perceptron model, and a deep 

42 learning model (DL) were developed under trained data. 

43 Primary and secondary outcome measures: The performance of each model was evaluated 

44 using R-squared (R2) and other error rate indexes. Next, the Shapley Additive Explanations 

45 (SHAP) technique was utilized to identify the most important features in the prediction.

46 Results: The raw dataset contains 196,270 records with 545 features. After preprocessing, 32,966 

47 records with 15 features remain. Among various models, the RF model achieved a high R2 score. 

48 Additionally, the RF model exhibited the lowest error values indicating its superior precision 

49 compared to other regression models SHAP technique in conjunction with the RF model revealed 

50 the 11 most important features for priority allocation. Subsequently, we developed a web-based 

51 decision support tool using Python and the Streamlit framework based on the best-fine-tuned 

52 model.
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53 Conclusion: The deployment of the ML model has the potential to act as an automated tool to aid 

54 physicians in assessing the priority of lung transplants and identifying significant factors that play 

55 a role in patient survival.

56 Keywords: Lung transplantation, allocation score, Machine learning, Prediction.

57
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4

58 Strengths and limitations of this study:

59 • Despite the potential benefits of using ML algorithms in medical sciences, there is a scarcity of 

60 studies examining the use of such algorithms in lung transplantation and organ allocation.

61 • The use of various preprocessing and data cleaning techniques in our survey increased the 

62 robustness and performance of the model.

63 • Understanding the factors influencing the determination of lung transplant priority could 

64 support clinicians in designing treatment plans and thus improving the quality of life of patients.

65 • Deploying the developed ML model in the form of a decision support system increases its 

66 applicability in clinical practice.

67

68
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69 1-Introduction

70 Lung transplantation (LTx) is an advanced treatment option for patients suffering from end-stage 

71 lung disease. When no other treatment options are available and the patient is likely to die, lung 

72 transplant surgery is suggested as a well-established treatment option [1]. When a patient meets 

73 the inclusion criteria for transplantation, they are placed on a waiting list and assigned a priority. 

74 Various conditions may affect eligibility for lung transplantation and the patient's priority [2]. In 

75 some countries, a score is assigned to each patient on the waiting list to enhance the recipient 

76 selection process [3, 4]. Understanding the most influential factors in priority allocation for lung 

77 transplantation is beneficial for researchers worldwide, as it can improve post-transplant survival. 

78 Utilizing data mining methods and developing forecasting models in this field could aid clinicians 

79 in uncovering hidden patterns and relationships within patient data and allocation scores.

80 Machine learning (ML) methods have been developed across various fields of clinical medicine to 

81 assist clinicians in predicting and classifying diseases [5]. These methods are used to predict the 

82 length of stay in the Intensive Care Unit (ICU), diagnose septic infection[6], and extract disease 

83 patterns from big data [7, 8]. Nevertheless, there is a lack of studies on the development of 

84 predictive models and identification of important features using ML methods to predict lung 

85 transplantation priority [9, 10]. 

86 Thus, the primary objective of this study was to utilize ML techniques to identify the most 

87 influential factors that strongly impacted outcomes based on various developed ML methods to 

88 predict the priority using clinical and demographic data. 

89 2- Methods 

90 Throughout this section, the process of developing, comparing, and evaluating ML models is 

91 shown schematically in Fig 1. Python programming language version 10 was used in this study 

92 for developing and validating ML algorithms. For data preprocessing, Numpy and Pandas modules 
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93 were employed, while the sci-kit learn library was utilized for developing supervised classifier 

94 algorithms.

95 2-1-Dataset description and data retrieval

96 The data for this study were obtained from the United Network for Organ Sharing (UNOS) online 

97 database [11]. Upon receiving written permission from UNOS, we accessed the recorded data 

98 pertaining to lung transplantation for our research. Our study included patients over 18 years old 

99 with end-stage lung disease who underwent lung transplants between 2005 and 2022. We 

100 performed a waiting list analysis using all available data entries from the United Network for 

101 Organ Sharing (UNOS) database for our study.

102 The priority of candidates on the waiting list was considered as the outcome, while the clinical and 

103 demographic characteristics of patients were considered as features or predictors.

104 2-2-Pre-processing process

105 Data pre-processing is a crucial step in ML techniques, especially when dealing with raw data from 

106 clinical databases or medical records that often contain missing or unclear information. To ensure 

107 the development of more accurate models based on appropriate data, we followed a series of data 

108 pre-processing steps. The following steps were employed in this phase as pre-processing 

109 techniques.

110 1- Checking the duplicated values and records to remove the duplicates

111 2-  De-identify records and remove irreverent features

112 3- Convert nominal and categorical features to numerical values

113 4- Identify missing data and missing values imputation

114 5- Outlier detection

115 6- Feature engineering and feature selection 
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116 7- Data transformation and normalization

117 Duplicate checking and removal of irreverent features: After duplicate checking, we consulted 

118 UNOS guidelines and experts to review all features and their definitions. Under their supervision, 

119 we removed identification variables and irrelevant features, such as ID columns, hospital center 

120 identification codes, and country of residence, to de-identify patients.

121 Following this, we converted the post-transplant survival days variable to years and excluded 

122 patients with a survival rate of less than two years. Next, we filtered out patients below 18 years 

123 of age and excluded any data before 2005. Additionally, records related to heart transplantation 

124 were removed from the dataset.

125 After removing irrelevant features in the first data-cleaning phase, we utilized the discretized 

126 operator to convert nominal values to numerical data. Categorical data were encoded using the 

127 LabelEncoder class too.

128 Missing data management: To address missing data in our dataset, we conducted missing data 

129 imputation across the entire dataset. Initially, we assessed the specified columns or attributes to 

130 determine the extent of missing and unique data in each column. During this analysis, we 

131 discovered that the ICU column was empty and decided to delete it due to its lack of meaningful 

132 information. To impute the missing data, a threshold of 60% was set for feature removal. As a 

133 result, any column with more than 60% missing data was removed. For the missing data 

134 imputation, we adopted a strategy of replacing missing data in numerical features with the mean 

135 value of each respective feature. This approach allows us to retain the integrity of the dataset while 

136 minimizing the impact of missing data on our analysis. By performing these comprehensive steps 

137 of missing data imputation, we ensure the dataset is optimized for further analysis and modeling, 

138 enabling us to draw more accurate conclusions and insights. 
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139 Outliers handling: To address outliers in the dataset, we first create distribution plots to visualize 

140 the data. Next, we apply the IQR method and use Box plots to identify outliers. Finally, we remove 

141 these outliers to prepare the data for further processing.

142 Feature engineering and feature selection: Since a high-dimensional dataset was utilized in this 

143 study, feature engineering should be employed to reduce the dimensionality of the features and 

144 enhance model performance. Feature selection is the process of identifying relevant features while 

145 eliminating irrelevant and redundant ones, aiming to derive a subset of features that effectively 

146 describe the problem with minimal loss of efficiency[12].

147 As the first step in this phase, correlation analysis was conducted to assess the relationships 

148 between features and target variables. This analysis helps identify highly correlated features that 

149 can aid in feature selection and model development.  Subsequently, a combination of filtering and 

150 embedded techniques, including variance threshold and XGBoost methods were utilized to select 

151 the most pertinent features for the model and enhance its performance. After carefully selecting 

152 the features, the most effective and appropriate features remained as predictors for modeling. 

153 Data transformation and normalization: In the end, data normalization was carried out to 

154 optimize the features for modeling purposes.

155 2-4- Model development and tuning

156 The objective of this study was to develop a prediction model for a continuous numerical variable 

157 (priority score) using regression techniques to identify the most effective factors in selecting the 

158 most appropriate candidate for LTx. In this study, regression models were selected to examine the 

159 connection between input variables and output numerical values, as the target variable (outcome) 

160 is a continuous numerical value.
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161 During the model development process, the dataset was divided into training and testing data sets 

162 in an 80:20 ratio. To determine the most influential factors and identify the best model, the 

163 performance of six regression-based models was evaluated: Multiple Linear Regression (MLR), 

164 Random Forest Regressor (RF), Support Vector Machines (SVM) Regressor, XGBoost Regressor, 

165 a multilayer perceptron model (MLP—a class of feedforward artificial neural network), and a deep 

166 learning model (DL). The selection of these models was done based on the type of target variable 

167 and the study objectives.

168 A hyperparameter tuning optimization technique was employed in this phase to improve model 

169 performance by optimizing the training process by determining the best hyperparameters for each 

170 model. This technique was used to prevent models that underfit or overfit the data [13]. After 

171 tuning parameters in each model, the models were trained with updated best hyperparameters, and 

172 all metrics were calculated again to achieve the best performance. We employed the random search 

173 method, a hyperparameter tuning technique where hyperparameters are randomly chosen from a 

174 predefined set to train a model.

175 2-4-1- Multiple linear regression (MLR)

176 Multiple linear regression (MLR) is a statistical technique used to estimate the relationship 

177 between a dependent variable and one or more independent variables. It is an extension of linear 

178 regression, which requires more than one predictor variable to forecast the response variable[14]. 

179 MLR is a significant regression algorithm that models the linear association between a dependent 

180 continuous variable and multiple independent variables[15]. Hence, we have chosen this model to 

181 predict the continuous variable (priority score) based on several independent variables. The 

182 equation for multiple linear regression is demonstrated below[15]:

183 y=β0+β1x1+β2x2+β3x3+β4x4+ β5x5+β6x6+β7x7 (1)
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184 where y represents the priority; xi is the considered variables; β0 is the intercept; and βi is the 

185 regression coefficients.

186 2-4-2- Random Forest Regressor (RF)

187 The random forest (RF) regression algorithm is a kind of ML approach that employs a group 

188 of decision trees, which are trained on a subset of the data, to make predictions. This technique is 

189 designed to stabilize the algorithm and decrease variance by using multiple trees. The RF 

190 regression algorithm is widely recognized as a popular model in developing regression models 

191 because of its strong performance with large datasets and diverse data types [16, 17].

192 2-4-3- Support Vector Machines Regressor (SVM)

193 Support vector machine regression (SVM) is a versatile regression function that can be used to 

194 solve both classification and regression problems. SVM is a supervised learning algorithm that fits 

195 a regression to the training data by reducing the distance between the sampled points and the fitted 

196 hyperplane[18, 19]. One advantage of SVM is that it is a sparse algorithm, meaning that it only 

197 needs information from a limited number of data points[20].

198 2-4-4- XGBoost Regressor

199 Extreme Gradient Boosting (XGBoost) is another ML library that is available for free and offers a 

200 powerful and efficient implementation of the gradient boosting algorithm[21]. Gradient boosting 

201 is a technique that involves creating an ensemble of tree-based models and then combining them 

202 to create a more accurate overall model than any of the individual models in the sequence[22]. 

203 XGBoost is a popular choice for those who require an effective and optimized implementation of 

204 gradient boosting[23].

205 2-4-5- Multilayer Perceptron Model (MLP)

206 The Multilayer Perceptron (MLP) is considered one of the top regression models in the field of 

207 artificial neural networks. It is equipped with the capability to learn from training data using a 
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208 variety of training algorithms and rules. This feature allows the MLP to acquire numerous 

209 advantages, including increased capacity. As a result, the MLP operates as a self-regulating model 

210 that utilizes specific learning algorithms to enhance its performance when encountering new inputs 

211 [24, 25].

212 2-4-6- Deep Learning Model (DL)

213 A deep learning model can be used for regression problems by learning a mapping from input 

214 features to the target output. Deep learning is an adaptable model proficient at effectively managing 

215 intricate data relationships. It proves especially beneficial when working with extensive datasets 

216 where traditional regression methods might not uncover intricate patterns. Nonetheless, to prevent 

217 overfitting and attain peak performance, these models necessitate meticulous calibration and 

218 validation[26-28]. Occasionally, due to the complex nature of implementing these models, simpler 

219 regression models may outperform them.

220 2-5- Performance evaluation 

221 Typically, regression models are evaluated based on a function that measures the difference 

222 between the predicted and actual numerical value of the target variable, such as the priority 

223 score[29]. In this study, three popular evaluation metrics were used, including mean absolute error 

224 (MAE), root mean square error (RMSE), and R-squared (R2) score to assess the performance of 

225 the developed models [30].

226 (1) 𝑀𝐴𝐸 =
∑𝑛

𝑖=1|𝑅∗(𝑖) ― 𝑅(𝑖)|
𝑛

227 (2) 𝑅𝑀𝑆𝐸 =
∑𝑛

𝑖=1 (𝑅∗(𝑖) ― 𝑅(𝑖))2

𝑛

1
2

228 (3) 𝑅2 = 1 ―
∑𝑛

𝑖=1 (𝑅∗(𝑖) ― 𝑅(𝑖))2

∑𝑛
𝑖=1 (𝑅∗(𝑖) ― 𝑚(𝑖))2
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229 In these formulas; variable n refers to the number of samples; 𝑅∗(𝑖) denotes the retrieved value 

230 predicted by the model; 𝑅(𝑖) denotes the analyzed value; and 𝑚(𝑖) denotes the average analyzed 

231 value. 

232 To validate the developed machine learning (ML) models and reduce bias, we employed k-fold 

233 cross-validation. This technique overcomes the limitations of a simple train/test split by dividing 

234 the available data into multiple folds or subsets. By averaging the results across these folds, we 

235 achieve a more robust estimate of the model’s performance compared to a simple train/test split.

236 2-6- Feature Importance

237 In the realm of machine learning models, a technique employed to elucidate the impact of each 

238 feature on the model is the SHAP (Shapley Additive Explanations) method. The SHAP method 

239 aims to enhance the transparency and interpretability of machine learning models by drawing on 

240 cooperative game theory [31]. For instance, linear models utilize their coefficients to gauge the 

241 significance of each feature. However, these coefficients are influenced by the scale of the variable 

242 itself, potentially resulting in misinterpretations [32]. The same can be found in tree-based models 

243 for feature ranking. This is precisely why SHAP (Shapley Additive Explanations) becomes 

244 valuable for model interpretation [33]. The absolute value of SHAP provides insight into how 

245 significantly an individual feature influences the prediction [34]. Once we identify the optimal 

246 model for priority prediction, we’ll leverage the SHAP technique to assign weights to the most 

247 critical features. These features will then be ranked based on their importance and impact on the 

248 final priority score.

249 Patient and public involvement

250 None

251 3-Results
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252 3-1- Dataset description

253 The raw dataset comprises information on 196,270 patients who underwent lung transplantation, 

254 as well as data related to lung donors. This comprehensive dataset includes 545 features, 

255 encompassing demographic and clinical details about the organ recipients, biomarkers, laboratory 

256 test results, and characteristics of the donated organs. Additionally, it provides insights into various 

257 patient outcomes, such as post-transplant survival rates, occurrences of acute organ rejection, 

258 priority levels, duration of intensive care unit stay, post-transplant infections, and instances of re-

259 transplantation.

260 To preprocess the dataset, we converted the transplantation date data type to a string format and 

261 extracted the year column by parsing the month, hour, and year components. We removed all data 

262 prior to 2005 due to the absence of a prioritization system during that period. Furthermore, to focus 

263 exclusively on adult transplants, we excluded information related to pediatric transplants for 

264 children and adolescents under 18 years of age. As a result, our initial dataset comprised 183,086 

265 records.

266 Subsequently, we filtered the dataset to include only post-transplant survival records exceeding 

267 one year. After that, we eliminated any records with missing priority scores. Ultimately, our final 

268 dataset consisted of 45,966 records for subsequent analysis. 

269 3-2- Exploratory data analysis

270 Following imputation of missing independent variable data and preprocessing steps, the overall 

271 patient population consisted of 66.88% men and 33.20% women, with a median age of 

272 54.27±14.24 years. Our target variable is the priority (or allocation) score, which represents a 

273 continuous numerical value. In Table A-1 in Appendix, we present descriptive analyses and the 

274 frequency distribution of various demographic and clinical variables within the dataset. 
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275 Furthermore, we employed a data visualization method to enhance our comprehension of the data 

276 and dataset. This approach aids in verifying the integrity of the data and detecting any apparent 

277 inaccuracies. Incorporating data visualization is essential for all data science projects across 

278 various fields [35].

279 3-3- Data cleaning and preprocessing 

280 In the method section, we present detailed information regarding preprocessing procedures applied 

281 to the whole dataset. After de-identifying the dataset, it was limited to 40,024 records and 445 

282 features. During the initial data cleaning phase, we removed irrelevant features, reducing the total 

283 to 322. Subsequently, we performed missing values imputation, resulting in 215 features available 

284 for further analysis. Next, in the correlation analysis phase, our dataset contains over 165 features 

285 post-pre-processing. 

286 Due to the dataset’s high dimensionality, we applied pre-processing techniques to select only the 

287 most important features based on their importance scores. As a result, we narrowed down the 

288 dataset to 65 features in the first phase of feature engineering. After further applying feature 

289 engineering and selection techniques, our final dataset consisted of 32,966 records, containing 15 

290 features.

291 3-4- Development and evaluation of regression models

292 The prediction models were developed by training several selected features obtained during the 

293 feature engineering phase. We used 80% of the dataset to train the algorithms and the rest 20% to 

294 test and validate their efficacy (80:20) and all six regression algorithms were trained based on 

295 trained data. 

296 To address the bias of training using simple data splitting the average score, K-fold cross-

297 validation was done and K was considered as 10 folds. The results showed that average scores of 
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298 10-fold cross-validation in six ML algorithms are the same as the simple splitting data process. 

299 Subsequently, the hyperparameters were fine-tuned using a hyperparameter tuning technique to 

300 enhance the performance of the developed models. 

301 The optimized and selected hyperparameters are documented in Table 1. Next, the MAE, RMSE, 

302 and R2 values for each optimized model were calculated. Finally, all the optimized ML models 

303 were compared based on their R2 scores and other relevant metrics. The evaluation results for the 

304 regression models in terms of error rates are represented in Table 2.

305 In our quest to identify the best regression model, we focused on minimizing the error in terms of 

306 the R2 score. As a result, the RF regression model emerged as the top performer among the 

307 developed prediction models. We made this determination based on a comprehensive evaluation 

308 of various metrics, utilizing the best features.

309 3-5- Most important features to select the most appropriate candidate

310 Upon selecting the best model, we proceeded to identify and weigh the most influential features 

311 using the SHAP library within the final model. Initially, a prediction model based on the chosen 

312 regression model was created. Subsequently, the importance of each feature was determined by 

313 analyzing the set of trees generated by the model using the SHAP technique. The SHAP library 

314 assigns a score to each feature based on its impact on the prediction model. The ranking of the 

315 variables used in the ultimate model is visually represented in Fig 2, which is a widely recognized 

316 and popular chart produced by SHAP.

317 Ultimately, the researchers pinpointed the 11 most effective features, each receiving the highest 

318 score in candidate prioritization. These features, along with their explanations, are detailed in 

319 Table 3. Notably, it showed that factors such as a patient’s oxygen consumption and diagnosis 

320 played a significant role in prioritizing the waiting list. Additionally, the patient’s waiting time on 
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321 the transplant list emerged as another influential factor. Subsequently, we developed a web-based 

322 decision support tool using Python and the Streamlit framework based on the best-fine-tuned 

323 model.

324 4- Discussion

325 The study aimed to explore the feasibility of utilizing machine learning (ML) methods to predict 

326 priority levels for patients on the waiting list for lung transplants and to pinpoint the critical factors 

327 influencing priority allocation. Despite the potential advantages of employing ML algorithms in 

328 organ allocation [36], there is a lack of research on their application specifically in lung 

329 transplantation. This investigation led to the development of a decision support tool for estimating 

330 transplantation priorities.

331 Currently, the decision-making process for prioritizing individuals on organ transplant waiting lists 

332 is predominantly reliant on physicians' subjective judgments, often following "first-come, first-

333 served" or "longer waiting time" principles rather than utilizing sophisticated mathematical models 

334 [37, 38]. Researchers recommend that authorities explore more equitable and innovative solutions 

335 for allocating donor organs to patients on waiting lists. As a result, researchers in the field of 

336 transplantation have concentrated on developing advanced models to forecast priority rankings 

337 and outcomes for recipients based on pre-transplantation factors [39, 40]. Similarly, we employed 

338 ML models to investigate more appropriate factors in assigning organs to recipients. 

339 Prior studies on organ allocation have focused only on classification models to predict the risk of 

340 mortality following transplantation [39, 41]. However, these approaches have not been highly 

341 effective in improving the prioritization of patients on lung transplant waiting lists[42, 43]. In 

342 contrast, our developed model takes into account various factors such as disease type, oxygen 

343 saturation, demographics, clinical tests, and functional status.
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344 In the context of machine learning (ML), the effectiveness of methods depends not only on their 

345 design and techniques but also on the quality and suitability of the data they operate on. To 

346 overcome the limitations of prior research, which often relied on a single ML technique and small 

347 sample sizes, our study takes a different approach. We incorporate multiple ML techniques to 

348 enhance the accuracy of our results, leveraging a large dataset sourced from the United Network 

349 for Organ Sharing (UNOS) database.

350 Our algorithm yields slightly superior results. To enhance the robustness of our model, we 

351 employed various data preprocessing techniques and feature engineering methods. These 

352 approaches allowed us to identify the most relevant and informative features in the data while 

353 discarding redundant or noisy ones [44, 45]. Data preprocessing plays a crucial role in improving 

354 data quality and enhancing the accuracy of knowledge extraction [46]. Additionally, by reducing 

355 data complexity and dimensions, our models became better equipped to capture underlying 

356 patterns and relationships, resulting in improved predictive performance [10, 45].

357 Our analysis reveals that employing the RF regressor model, which incorporates 15 features from 

358 the most significant donor and recipient variables available prior to transplantation, represents an 

359 effective approach for assigning an allocation score to each candidate on the waiting list. This 

360 outperforms other regression models. RF was specifically chosen due to its favorable prediction 

361 performance in previous research [47]. A deployment model in the form of an AI-based decision 

362 support tool could assist clinicians in utilizing the survey results within the context of their 

363 decision-making process and point-of-care scenarios

364 ML-based models rely on intricate mathematical structures and multi-dimensional datasets, often 

365 yielding complex patterns and relationships that can be challenging for humans to grasp. To 

366 address this complexity and limitation, researchers have turned to SHAP (Shapley Additive 
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367 explanations) summary analysis. This technique identifies the top 11 influential features within the 

368 final model. By doing so, it sheds light on which parameters should take precedence when selecting 

369 the most suitable recipient with the highest priority—a factor that has not received extensive 

370 exploration in prior studies.

371 While the suggested model demonstrated satisfactory performance, it does possess evident 

372 limitations. Despite the dataset under consideration being of a substantial size, it was obtained 

373 from a freely accessible dataset, not the Iranian transplantation data. in future studies, aligning 

374 with the structure of the UNOS database will allow for the collection of patient information tailored 

375 to researchers' requirements. Leveraging a local dataset can enhance its practical utility in point-

376 of-care.

377 5-Conclusion

378 During this study, we succeeded in developing a priority prediction model based on the huge data 

379 of the UNOS database using ML models with the least error. Our research is among the pioneering 

380 studies that employ the SHAP method to enhance the comprehensibility of the proposed model 

381 intended for clinicians. Additionally, the automated auxiliary model that we created can assist 

382 clinicians in acquiring a better understanding of the transplant priority estimation and the crucial 

383 factors that influence patient survival.
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540 Tables

541 Table 1- The best selected hyperparameters 

Algorithm Hyperparameters

1 Multiple linear regression positive= False, n_jobs= 2, fit_intercept= True, copy_X= True

2 Random Forest Regressor n_estimators= 90, min_samples_split= 2, min_samples_leaf= 1, max_samples 10000, 

max_features: sqrt, max_depth=10

3 SVM Regressor C =9.11158, loss='epsilon_insensitive', max_iter=5000

4 XGBoost Regressor subsample=1, min_child_weight= 5, max_depth= 6, learning_rate=0.1, colsample_bytree=0.75                    

5 MLP solver= ‘sgd’, Learning_rate= ‘adaptive’, hidden_layer_sizes: (20,), alpha: 0.001, activation: logistic

6 DL Optimizer= ‘sgd’, batch_size= 16, activation= ‘relu’
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544 Table 2- The evaluation metrics of developed models and comparison of the model performance

Model R2 MSE MAE RMSE

1 Random Forest Regressor 95.168 12.548 2.056 3.542
2 XGBoost Regressor 83.012 58.326 4.487 7.637
3 Deep Learning algorithm 68. 736 80.096 42.096 45.05
4 MLP Regressor 66.003 88.97 5.681 9.432
5 Linear Regression 52.259 123.989 6.984 11.131
6 Support Vector Machines 48.590 133.591 6.570 11.555

545
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548 Table 3- The top 11 features identified by the SHAP method based on the prediction model

# Feature Description
1 INIT_O2 The amount of oxygen needed when the transplant candidate is on 

the waiting list
2 GROUPING Lung transplant candidate diagnosis group
3 DAYSWAIT_CHRON The amount of waiting time of patients on the waiting list - up-to-

date waiting time
4 MED_COND_TRR The status of the patient's lungs at the time of the last clinical 

evaluation
5 HEMO_SYS_TRR The latest status of Hemodynamics Pcw (Sys) MM/Hg
6 END_O2 O2 Requirement at rest
7 VENTILATOR_TCR The patient's status in terms of the need for a ventilator
8 LIFE_SUP_TCR The amount of social and financial support
9 CIG_Use History of cigarette use
10 Vent_Support_TRR Episode of ventilatory support
11 Transfusion Events occurring between listing and transplant
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551 Figure legends

552 Fig 1. Schematic diagram of the proposed method

553 Fig 2-(a) SHAP summary plot of the top 11 features for predicting lung allocation score using random forest 

554 regressor and (b) SHAP values to explain the predicted probabilities
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Fig 1. Schematic diagram of the proposed method 
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Table A-1- Dataset description

Summary statistics of the selected continuous predictors (N=)

Variable Range Mean (SD) SE 95% Conf.

Age 18-58 54.27 (17.30) 0.095 39.2977

BMI 14.997- 44.77 25.3 (3.83) 0.021 25.2586

FEV1 value 5-120 39.484 (17.30) 0.095 39.2977

Initial creatinine 0.1-24 0.841 (0.407) 0.002 0.8369

Lung 

recipients

Total Albumin serum 0.5-24 3.8787 (0.406) 0.002 3.8743

Summary statistics of selected categorical predictors (N=)

Variable n Percentage (%)

Male 18085 54.86
Gender

Female 14881 45.14

A 1513 38.31

B 4529 11.32

AB 1513 3.78
ABO

O 18648 46.59

Positive 363 1.10

Negative 30061 91.19History of 

Malignancy
Unknown 2542 7.71

Having 808 2.45

Lung 

recipients

History of previous 

transplantation Not Having 32158 97.55

Male 14154 42.94

Female 14154 42.94GENDER

Unknown 9704 29.44

A 279 0.85

B 2544 7.72

AB 11832 35.89

O 13038 39.55

ABO

Unknown 279 0.85

Positive 9756 29.59

Negative 21300 64.61

Donor

History of 

Malignancy
Unknown 1910 5.79
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2

29 Objectives: In lung transplantation, a priority is assigned to each candidate on the waiting list. Our 

30 primary objective was to identify the key factors that influence the allocation of priorities in lung 

31 transplantation using machine learning (ML) techniques to enhance the process of prioritizing 

32 patients.

33 Design: Developing a prediction model.

34 Setting and participants: Our data was retrieved from the UNOS open-source database of 

35 transplant patients between 2005 and 2023.

36 Interventions: After the preprocessing process, a feature engineering technique was employed to 

37 select the most relevant features. Then, six ML models with an optimized hyper-parameter 

38 including Multiple Linear Regression (MLR), Random Forest Regressor (RF), Support Vector 

39 Machines (SVM) Regressor, XGBoost Regressor, a multilayer perceptron model, and a deep 

40 learning model (DL) were developed based on UNOS dataset. 

41 Primary and secondary outcome measures: The performance of each model was evaluated 

42 using R-squared (R2) and other error rate metrics. Next, the Shapley Additive Explanations 

43 (SHAP) technique was utilized to identify the most important features in the prediction.

44 Results: The raw dataset contains 196,270 records with 545 features in all organs. After 

45 preprocessing, 32,966 records with 15 features remain. Among various models, the RF model 

46 achieved a high R2 score. Additionally, the RF model exhibited the lowest error values indicating 

47 its superior precision compared to other regression models SHAP technique in conjunction with 

48 the RF model revealed the 11 most important features for priority allocation. Subsequently, we 

49 developed a web-based decision support tool using Python and the Streamlit framework based on 

50 the best-fine-tuned model.
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51 Conclusion: The deployment of the ML model has the potential to act as an automated tool to aid 

52 physicians in assessing the priority of lung transplants and identifying significant factors that play 

53 a role in patient survival.

54 Keywords: Lung transplantation, allocation score, Machine learning, Prediction.

55
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56 Strengths and limitations of this study:

57 • To ensure transparency and interpretability in our machine learning models, we employed 

58 Explainable Artificial Intelligence (XAI) techniques, specifically the SHAP (Shapley Additive 

59 Explanations) method.

60 • The use of various preprocessing and data cleaning techniques in our survey increased the 

61 robustness and performance of the model.

62 • Understanding the factors influencing the determination of lung transplant priority could 

63 support clinicians in designing treatment plans and thus improving the quality of life of patients.

64 • Deploying the developed ML model in the form of a decision support system increases its 

65 applicability in clinical practice.

66

67
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68 1-Introduction

69 Lung transplantation (LTx) is an advanced treatment option for patients suffering from end-stage 

70 lung disease. When no other treatment options are available and the patient is likely to die, lung 

71 transplant surgery is suggested as a well-established treatment option [1]. When a patient meets 

72 the inclusion criteria for transplantation, they are placed on a waiting list and assigned a priority. 

73 Various conditions may affect eligibility for lung transplantation and the patient's priority [2]. In 

74 some countries, a score is assigned to each patient on the waiting list to enhance the recipient 

75 selection process [3, 4]. Understanding the most influential factors in priority allocation for lung 

76 transplantation is beneficial for researchers worldwide, as it can improve post-transplant survival. 

77 Utilizing data mining methods and developing forecasting models in this field could aid clinicians 

78 in uncovering hidden patterns and relationships within patient data and allocation scores.

79 Machine learning (ML) methods have been developed across various fields of clinical medicine to 

80 assist clinicians in predicting and classifying diseases [5]. These methods are used to predict the 

81 length of stay in the Intensive Care Unit (ICU), diagnose septic infection[6], and extract disease 

82 patterns from big data [7, 8]. Nevertheless, there is a lack of studies on the development of 

83 predictive models and identification of important features using ML methods to predict lung 

84 transplantation priority [9, 10]. Thus, the primary objective of this study was to utilize ML 

85 techniques to identify the most influential factors that strongly impacted outcomes based on 

86 various developed ML methods to predict the priority using clinical and demographic data. 

87 2- Methods 

88 Throughout this section, the process of developing, comparing, and evaluating ML models is 

89 shown schematically in Fig 1. Python programming language version 10 was used in this study 

90 for developing and validating ML algorithms. For data preprocessing, Numpy and Pandas modules 
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91 were employed, while the sci-kit learn library was utilized for developing supervised classifier 

92 algorithms.

93 2-1-Dataset description and data retrieval

94 The data for this study were obtained from the United Network for Organ Sharing (UNOS) online 

95 database [11]. Upon receiving written permission from UNOS, we accessed the recorded data 

96 pertaining to lung transplantation for our research. Our study included patients over 18 years old 

97 with end-stage lung disease who underwent lung transplants between 2005 and 2022. We 

98 performed a waiting list analysis using all available data entries from the United Network for 

99 Organ Sharing (UNOS) database for our study.

100 The priority of candidates on the waiting list was considered as the outcome, while the clinical and 

101 demographic characteristics of patients were considered as features or predictors.

102 2-2-Pre-processing process

103 Data pre-processing is a crucial step in ML techniques, especially when dealing with raw data from 

104 clinical databases or medical records that often contain missing or unclear information. To ensure 

105 the development of more accurate models based on appropriate data, we followed a series of data 

106 pre-processing steps. The following steps were employed in this phase as pre-processing 

107 techniques.

108 1- Checking the duplicated values and records to remove the duplicates

109 2-  De-identify records and remove irreverent features

110 3- Convert nominal and categorical features to numerical values

111 4- Identify missing data and missing values imputation

112 5- Outlier detection

113 6- Feature engineering and feature selection 
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114 7- Data transformation and normalization

115 2-2-1-Duplicate checking and removal of irreverent features

116 After duplicate checking, we consulted UNOS guidelines and experts to review all features and 

117 their definitions. Under their supervision, we removed identification variables and irrelevant 

118 features, such as ID columns, hospital center identification codes, and country of residence, to de-

119 identify patients.

120 Following this, we converted the post-transplant survival days variable to years and excluded 

121 patients with a survival rate of less than two years. Next, we filtered out patients below 18 years 

122 of age and excluded any data before 2005. Additionally, records related to heart transplantation 

123 were removed from the dataset.

124 After removing irrelevant features in the first data-cleaning phase, we utilized the discretized 

125 operator to convert nominal values to numerical data. Categorical data were encoded using the 

126 LabelEncoder class too.

127 2-2-2- Missing data management: 

128 To address missing data in our dataset, we conducted missing data imputation across the entire 

129 dataset. Initially, we assessed the specified columns or attributes to determine the extent of missing 

130 and unique data in each column. During this analysis, we discovered that the ICU column was 

131 empty and decided to delete it due to its lack of meaningful information. To impute the missing 

132 data, a threshold of 80% was set for feature removal with expert consultation. As a result, any 

133 column with more than 80% missing data was removed. If the missingness is due to inconsistent 

134 reporting rather than clinical irrelevance, dropping the column could exclude critical information 

135 about high-risk patients. In this case, domain experts might recommend retaining the column and 

136 using advanced imputation techniques or creating a binary indicator for missingness.
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137 Along with feature removal, the sensitivity analysis was conducted on dataset which revealed that 

138 the inclusion of omitted features had a detrimental effect on the performance of the Random Forest 

139 Regressor model. Specifically, these features led to a decrease in the R² score from 0.95 to 0.68 

140 and an increase in RMSE from 3.5 to 4.8.

141 For the missing data imputation, we adopted a strategy of replacing missing data in numerical 

142 features with the mean value of each respective feature. This approach allows us to retain the 

143 integrity of the dataset while minimizing the impact of missing data on our analysis. By performing 

144 these comprehensive steps of missing data imputation, we ensure the dataset is optimized for 

145 further analysis and modeling, enabling us to draw more accurate conclusions and insights. 

146 2-2-3- Outliers handling

147 Outliers can significantly impact the performance and interpretability of machine learning models. 

148 Therefore, it is essential to investigate their causes before deciding whether to exclude, transform, 

149 or retain them. This exploration ensures that the preprocessing steps are justified and scientifically 

150 sound. To address outliers in the dataset, we first create distribution plots to visualize the data. 

151 Next, we apply the IQR method and use Box plots to identify outliers. Finally, we remove these 

152 outliers to prepare the data for further processing.

153 To address outliers in the dataset, a comprehensive approach was employed that included visual 

154 and statistical analysis to identify and understand the nature of the outliers. The distribution plots 

155 and boxplots were created to visualize outliers and applied the IQR method to quantify their extent. 

156 Additionally, statistical analysis was conducted to assess the impact of outliers on the dataset and 

157 performed sensitivity analysis to evaluate their influence on model performance. Throughout this 

158 process, we ensured transparency and justification by documenting all outliers and providing 

159 context-specific reasons for their exclusion, such as data entry errors or clinically irrelevant 
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160 extreme values [12, 13]. This rigorous approach ensured that the removal of outliers was 

161 methodologically sound and did not compromise the integrity of our analysis.

162 2-2-4-Feature engineering and feature selection

163 Given the high-dimensional nature of the dataset used in this study, feature engineering and 

164 selection were critical steps to reduce dimensionality, eliminate irrelevant or redundant features, 

165 and enhance model performance. Feature selection aims to identify a subset of features that 

166 effectively describe the problem with minimal loss of information and computational efficiency 

167 [14]. All phases of feature engineering and selection were conducted under the supervision of 

168 clinical experts to ensure the relevance and validity of the selected features.

169 Step one, correlation analysis: As the first step, correlation analysis was performed to assess the 

170 relationships between features and the target variable, as well as inter-feature correlations. This 

171 analysis helped identify highly correlated features that could introduce multicollinearity and 

172 redundancy into the model using heatmap graph. Features with a correlation coefficient above a 

173 predefined threshold were flagged for further evaluation.

174 Step two, variance threshold filtering: To eliminate low-variance features that contribute little 

175 to the model's predictive power, a variance threshold was applied. Features with variance below a 

176 specified threshold (e.g., 0.01) were removed, as they were deemed to have minimal impact on the 

177 target variable.

178 Step three, embedded feature selection with XGBoost: Following the initial filtering, an 

179 embedded feature selection technique was employed using the XGBoost algorithm. XGBoost 

180 provides intrinsic feature importance scores based on metrics such as gain, cover, and frequency. 

181 Features with very low importance scores (negative scores indicating no correlation with target 

182 value) were excluded from the final feature set.
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183 Step four, expert review and validation: All selected features were reviewed and validated by 

184 subject matter experts to ensure their clinical, practical, and scientific relevance. This step was 

185 critical to avoid eliminating features that, although statistically significant, may not be clinically 

186 significant. For example, some features were retained for model customization based on expert 

187 consultation, despite having modest statistical significance.

188 Through a comprehensive and expert-guided feature selection process, we identified a subset of 

189 features that were statistically significant, domain-relevant, and impactful for model performance. 

190 This rigorous approach ensured the final model was both robust and clinically meaningful, with 

191 the selected features deemed critical for predicting the target variable.

192 2-2-5-Data transformation and normalization: In the end, data normalization was carried out to 

193 optimize the features for modeling purposes.

194 2-3- Splitting data and validation technique

195 During the model development process, the dataset was divided into training and testing data in 

196 an 80:20 ratio where 80% of the data was used for training the models and the remaining 20% was 

197 reserved for testing and validation. The training dataset is used to train the model, allowing it to 

198 learn patterns and relationships within the data based on the available data. The training dataset 

199 typically contains the bulk of the available data. In contrast, the testing dataset is intended solely 

200 to evaluate the model’s performance on unseen data, ensuring an unbiased assessment of its 

201 generalizability. This dataset is kept separate from the training process to provide a true measure 

202 of how the model performs in real-world scenarios. Both datasets are often split randomly, with 

203 common ratios such as 80:20 or 70:30, depending on the size and nature of the data.

204 This split ensured that the models were evaluated on unseen data to assess their generalization 

205 capability. To mitigate potential bias introduced by simple data splitting, cross-validation 
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206 technique was employed. Through this technique, the dataset was divided into k folds, and each 

207 model was trained and validated k times, with each fold serving as the validation set once. The 

208 average performance metrics across all folds were calculated to ensure robust evaluation. The 

209 results of the k-fold cross-validation were consistent with those obtained from the simple 80:20 

210 split, confirming the reliability of the initial approach.

211 2-4- Model development and tuning

212 The objective of this study was to develop a prediction model for a continuous numerical variable 

213 (priority score) using regression techniques to identify the most effective factors in selecting the 

214 most appropriate candidate for LTx. In this study, regression models were selected to examine the 

215 connection between input variables and output numerical values, as the target variable (outcome) 

216 is a continuous numerical value.

217 To determine the most influential factors and identify the best model, the performance of six 

218 regression-based models was evaluated: Multiple Linear Regression (MLR), Random Forest 

219 Regressor (RF), Support Vector Machines (SVM) Regressor, XGBoost Regressor, a multilayer 

220 perceptron model (MLP—a class of feedforward artificial neural network), and a deep learning 

221 model (DL). The selection of these models was done based on the type of target variable and the 

222 study objectives.

223 A hyperparameter tuning optimization technique was employed in this phase to improve model 

224 performance by optimizing the training process by determining the best hyperparameters for each 

225 model. This technique was used to prevent models that underfit or overfit the data [15]. After 

226 tuning parameters in each model, the models were trained with updated best hyperparameters, and 

227 all metrics were calculated again to achieve the best performance. We employed the random search 
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228 method, a hyperparameter tuning technique where hyperparameters are randomly chosen from a 

229 predefined set to train a model.

230 2-4-1- Multiple linear regression (MLR)

231 Multiple linear regression (MLR) is a statistical technique used to estimate the relationship 

232 between a dependent variable and one or more independent variables. It is an extension of linear 

233 regression, which requires more than one predictor variable to forecast the response variable[16]. 

234 MLR is a significant regression algorithm that models the linear association between a dependent 

235 continuous variable and multiple independent variables[17]. Hence, we have chosen this model to 

236 predict the continuous variable (priority score) based on several independent variables. The 

237 equation for multiple linear regression is demonstrated below[17]:

238 y=β0+β1x1+β2x2+β3x3+β4x4+ β5x5+β6x6+β7x7 (1)

239 where y represents the priority; xi is the considered variables; β0 is the intercept; and βi is the 

240 regression coefficients.

241 2-4-2- Random Forest Regressor (RF)

242 The random forest (RF) Regressor algorithm is a kind of ML approach that employs a group 

243 of decision trees, which are trained on a subset of the data, to make predictions. This technique is 

244 designed to stabilize the algorithm and decrease variance by using multiple trees. The RF regressor 

245 algorithm is widely recognized as a popular model in developing regression models because of its 

246 strong performance with large datasets and diverse data types [18, 19].

247 2-4-3- Support Vector Machines Regressor (SVM)

248 Support vector machine regression (SVM) is a versatile regression function that can be used to 

249 solve both classification and regression problems. SVM is a supervised learning algorithm that fits 

250 a regression to the training data by reducing the distance between the sampled points and the fitted 
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251 hyperplane[20, 21]. One advantage of SVM is that it is a sparse algorithm, meaning that it only 

252 needs information from a limited number of data points[22].

253 2-4-4- XGBoost Regressor

254 Extreme Gradient Boosting (XGBoost) is another ML library that is available for free and offers a 

255 powerful and efficient implementation of the gradient boosting algorithm[23]. Gradient boosting 

256 is a technique that involves creating an ensemble of tree-based models and then combining them 

257 to create a more accurate overall model than any of the individual models in the sequence[24]. 

258 XGBoost is a popular choice for those who require an effective and optimized implementation of 

259 gradient boosting[25].

260 2-4-5- Multilayer Perceptron Model (MLP)

261 The Multilayer Perceptron (MLP) is considered one of the top regression models in the field of 

262 artificial neural networks. It is equipped with the capability to learn from training data using a 

263 variety of training algorithms and rules. This feature allows the MLP to acquire numerous 

264 advantages, including increased capacity. As a result, the MLP operates as a self-regulating model 

265 that utilizes specific learning algorithms to enhance its performance when encountering new inputs 

266 [26, 27].

267 2-4-6- Deep Learning Model (DL)

268 A deep learning model can be used for regression problems by learning a mapping from input 

269 features to the target output. Deep learning is an adaptable model proficient at effectively managing 

270 intricate data relationships. It proves especially beneficial when working with extensive datasets 

271 where traditional regression methods might not uncover intricate patterns. Nonetheless, to prevent 

272 overfitting and attain peak performance, these models necessitate meticulous calibration and 

273 validation[28-30]. Occasionally, due to the complex nature of implementing these models, simpler 

274 regression models may outperform them.
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275 2-5- Performance evaluation 

276 Typically, regression models are evaluated based on a function that measures the difference 

277 between the predicted and actual numerical value of the target variable, such as the priority 

278 score[31]. In this study, three popular evaluation metrics were used, including mean absolute error 

279 (MAE), root mean square error (RMSE), and R-squared (R2) score to assess the performance of 

280 the developed models [32].

281 (1) 𝑀𝐴𝐸 =
∑𝑛

𝑖=1|𝑅∗(𝑖) ― 𝑅(𝑖)|
𝑛

282 (2) 𝑅𝑀𝑆𝐸 =
∑𝑛

𝑖=1 (𝑅∗(𝑖) ― 𝑅(𝑖))2

𝑛

1
2

283 (3) 𝑅2 = 1 ―
∑𝑛

𝑖=1 (𝑅∗(𝑖) ― 𝑅(𝑖))2

∑𝑛
𝑖=1 (𝑅∗(𝑖) ― 𝑚(𝑖))2

284 In these formulas; variable n refers to the number of samples; 𝑅∗(𝑖) denotes the retrieved value 

285 predicted by the model; 𝑅(𝑖) denotes the analyzed value; and 𝑚(𝑖) denotes the average analyzed 

286 value. 

287 To validate the developed machine learning (ML) models and reduce bias, we employed k-fold 

288 cross-validation. This technique overcomes the limitations of a simple train/test split by dividing 

289 the available data into multiple folds or subsets. By averaging the results across these folds, we 

290 achieve a more robust estimate of the model’s performance compared to a simple train/test split.

291 2-6- Feature Importance

292 To implement Explainable AI (XAI), a technique employed to elucidate the impact of each feature 

293 on the model is the SHAP (Shapley Additive Explanations) method. The SHAP method aims to 

294 enhance the transparency and interpretability of machine learning models by drawing on 

295 cooperative game theory [33]. For instance, linear models utilize their coefficients to gauge the 

296 significance of each feature. However, these coefficients are influenced by the scale of the variable 

297 itself, potentially resulting in misinterpretations [34]. The same can be found in tree-based models 
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298 for feature ranking. This is precisely why SHAP (Shapley Additive Explanations) becomes 

299 valuable for model interpretation [35]. The absolute value of SHAP provides insight into how 

300 significantly an individual feature influences the prediction [36]. Once we identify the optimal 

301 model for priority prediction, we’ll leverage the SHAP technique to assign weights to the most 

302 critical features. These features will then be ranked based on their importance and impact on the 

303 final priority score.

304 Patient and public involvement

305 Patients and/or the public were not involved in the design, or conduct, or reporting, or 

306 dissemination plans of this research.

307 3-Results

308 3-1- Dataset description

309 The raw dataset including all organs comprises information on 196,270 patients who underwent 

310 lung transplantation, as well as data related to lung donors. This comprehensive dataset includes 

311 545 features, encompassing demographic and clinical details about the organ recipients, 

312 biomarkers, laboratory test results, and characteristics of the donated organs (Table A-2 in 

313 Appendix A). Additionally, it provides insights into various patient outcomes, such as post-

314 transplant survival rates, occurrences of acute organ rejection, priority levels, duration of intensive 

315 care unit stay, post-transplant infections, and instances of re-transplantation.

316 To preprocess the dataset, we converted the transplantation date data type to a string format and 

317 extracted the year column by parsing the month, hour, and year components. We removed all data 

318 prior to 2005 due to the absence of a prioritization system during that period. Furthermore, to focus 

319 exclusively on adult transplants, we excluded information related to pediatric transplants for 
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320 children and adolescents under 18 years of age. As a result, our initial dataset comprised 183,086 

321 records.

322 Subsequently, we filtered the dataset to include only post-transplant survival records exceeding 

323 one year. After that, we eliminated any records with missing priority scores. Ultimately, our final 

324 dataset consisted of 45,966 records for subsequent analysis. 

325 3-2- Exploratory data analysis

326 Following imputation of missing independent variable data and preprocessing steps, the overall 

327 patient population consisted of 66.88% men and 33.20% women, with a median age of 

328 54.27±14.24 years. Our target variable is the priority (or allocation) score, which represents a 

329 continuous numerical value. In Table A-1 in Appendix A, we present descriptive analysis and the 

330 frequency distribution of various demographic and clinical variables within the dataset. 

331 Furthermore, we employed a data visualization method to enhance our comprehension of the data 

332 and dataset. This approach aids in verifying the integrity of the data and detecting any apparent 

333 inaccuracies. Incorporating data visualization is essential for all data science projects across 

334 various fields [37].

335 3-3- Data cleaning and preprocessing 

336 In the method section, we present detailed information regarding preprocessing procedures applied 

337 to the whole dataset. After de-identifying the dataset, it was limited to 40,024 records and 445 

338 features. During the initial data cleaning phase, we removed irrelevant features, reducing the total 

339 to 322. Subsequently, we performed missing values imputation, resulting in 215 features available 

340 for further analysis. Next, in the correlation analysis phase, our dataset contains over 165 features 

341 post-pre-processing. 
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342 Due to the dataset’s high dimensionality, we applied pre-processing techniques to select only the 

343 most important features based on their importance scores. As a result, we narrowed down the 

344 dataset to 65 features in the first phase of feature engineering. After further applying feature 

345 engineering and selection techniques, our final dataset consisted of 32,966 records, containing 15 

346 features.

347 3-4- Development and evaluation of regression models

348 The prediction models were developed by training several selected features obtained during the 

349 feature engineering phase. We used 80% of the dataset to train the algorithms and the rest 20% to 

350 test and validate their efficacy (80:20) and all six regression algorithms were trained based on 

351 trained data. 

352 To address the bias of training using simple data splitting the average score, K-fold cross-

353 validation was done and K was considered as 10 folds. The results showed that average scores of 

354 10-fold cross-validation in six ML algorithms are the same as the simple splitting data process. 

355 Subsequently, the hyperparameters were fine-tuned using a hyperparameter tuning technique to 

356 enhance the performance of the developed models. 

357 The optimized and selected hyperparameters are documented in Table 1. Next, the MAE, RMSE, 

358 and R2 values for each optimized model were calculated and represented in Table 2. Finally, all 

359 the optimized ML models were compared based on their R2 scores in combination with other 

360 relevant metrics. In this task, the RF Regressor emerges as the most robust model, demonstrating 

361 superior performance with an impressive 95.168% R² value, which indicates it explains nearly 

362 96% of the variance in the data, significantly outperforming other techniques. The Adjusted R² 

363 metric, which penalizes unnecessary model complexity, closely mirrors the standard R² here 

364 (95.163%). The model's exceptional performance is evidenced by its lowest Mean Squared Error 
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365 (12.548), Mean Absolute Error (2.056), and Root Mean Square Error (3.542), suggesting highly 

366 accurate and precise predictions. The superior performance of RF model can be attributed to its 

367 ability to handle complex, non-linear relationships in medical data through ensemble learning, 

368 where multiple decision trees are combined to create a more flexible and generalized predictive 

369 model. In contrast, traditional linear methods like Linear Regression and Support Vector Machines 

370 struggled, achieving R² values below 53%, which suggests the priority prediction requires 

371 sophisticated, non-linear modeling approaches that can capture intricate patterns in medical 

372 datasets. The progression from linear to ensemble and advanced machine learning techniques 

373 clearly demonstrates the importance of selecting appropriate algorithms for complex predictive 

374 challenges in healthcare.

375  As a result, the RF Regressor model emerged as the top performer among the developed prediction 

376 models. We made this determination based on a comprehensive evaluation of various metrics, 

377 utilizing the best features.

378 3-5- Most important features to select the most appropriate candidate

379 Upon selecting the best model, we proceeded to identify and weigh the most influential features 

380 using the SHAP library within the final model. Initially, a prediction model based on the chosen 

381 regression model was created. Subsequently, the importance of each feature was determined by 

382 analyzing the set of trees generated by the model using the SHAP technique. The SHAP library 

383 assigns a score to each feature based on its impact on the prediction model. The ranking of the 

384 variables used in the ultimate model is visually represented in Fig 2, which is a widely recognized 

385 and popular chart produced by SHAP.

386 Ultimately, the researchers pinpointed the 11 most effective features, each receiving the highest 

387 score in candidate prioritization. 
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388 These features, along with their explanations, are detailed in Table 3. Notably, it showed that 

389 factors such as a patient’s oxygen consumption and diagnosis played a significant role in 

390 prioritizing the waiting list. Additionally, the patient’s waiting time on the transplant list emerged 

391 as another influential factor. Subsequently, we developed a web-based decision support tool using 

392 Python and the Streamlit framework based on the best-fine-tuned model (Fig 3).

393 4- Discussion

394 The study aimed to explore the feasibility of utilizing machine learning (ML) methods to predict 

395 priority levels for patients on the waiting list for lung transplants and to pinpoint the critical factors 

396 influencing priority allocation. Despite the potential advantages of employing ML algorithms in 

397 organ allocation [38], there is a lack of research on their application specifically in lung 

398 transplantation. This investigation led to the development of a decision support tool for estimating 

399 transplantation priorities.

400 Currently, the decision-making process for prioritizing individuals on organ transplant waiting lists 

401 is predominantly reliant on physicians' subjective judgments, often following "first-come, first-

402 served" or "longer waiting time" principles rather than utilizing sophisticated mathematical models 

403 [39, 40]. Researchers recommend that authorities explore more equitable and innovative solutions 

404 for allocating donor organs to patients on waiting lists. As a result, researchers in the field of 

405 transplantation have concentrated on developing advanced models to forecast priority rankings 

406 and outcomes for recipients based on pre-transplantation factors [41, 42]. Similarly, we employed 

407 ML models to investigate more appropriate factors in assigning organs to recipients. 

408 Prior studies on organ allocation have focused only on classification models to predict the risk of 

409 mortality following transplantation [41, 43]. However, these approaches have not been highly 

410 effective in improving the prioritization of patients on lung transplant waiting lists[44, 45]. In 
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411 contrast, our developed model takes into account various factors such as disease type, oxygen 

412 saturation, demographics, clinical tests, and functional status.

413 In the context of machine learning (ML), the effectiveness of methods depends not only on their 

414 design and techniques but also on the quality and suitability of the data they operate on. To 

415 overcome the limitations of prior research, which often relied on a single ML technique and small 

416 sample sizes, our study takes a different approach. We incorporate multiple ML techniques to 

417 enhance the accuracy of our results, leveraging a large dataset sourced from the United Network 

418 for Organ Sharing (UNOS) database.

419 Our algorithm yields slightly superior results. To enhance the robustness of our model, we 

420 employed various data preprocessing techniques and feature engineering methods. These 

421 approaches allowed us to identify the most relevant and informative features in the data while 

422 discarding redundant or noisy ones [46, 47]. Data preprocessing plays a crucial role in improving 

423 data quality and enhancing the accuracy of knowledge extraction [48]. Additionally, by reducing 

424 data complexity and dimensions, our models became better equipped to capture underlying 

425 patterns and relationships, resulting in improved predictive performance [10, 47].

426 Our analysis reveals that employing the RF regressor model, which incorporates 15 features from 

427 the most significant donor and recipient variables available prior to transplantation, represents an 

428 effective approach for assigning an allocation score to each candidate on the waiting list. This 

429 outperforms other regression models. RF was specifically chosen due to its favorable prediction 

430 performance in previous research [49]. Implementing the developed model as an AI-based decision 

431 support tool could assist physicians in integrating clinical insights into their decision-making 

432 processes and point-of-care scenarios, thereby enhancing the practical utility of the data.
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433 ML-based models rely on intricate mathematical structures and multi-dimensional datasets, often 

434 yielding complex patterns and relationships that can be challenging for humans to grasp. To 

435 address this complexity and limitation, researchers have turned to SHAP (Shapley Additive 

436 explanations) summary analysis. This technique identifies the top influential features within the 

437 final model. By doing so, it sheds light on which parameters should take precedence when selecting 

438 the most suitable recipient with the highest priority—a factor that has not received extensive 

439 exploration in prior studies. On the other hand, as the research community increasingly shifts 

440 toward explainable AI (XAI) methods [50, 51], the adoption of this approach represents a 

441 significant step forward. By employing XAI techniques, the performance of developed models can 

442 be interpreted and explained more transparently, fostering greater trust and understanding in their 

443 outcomes.

444 Our study possesses some limitations. Despite the dataset under consideration being of a 

445 substantial size, it was obtained from a freely accessible dataset, aligning with the structure of the 

446 UNOS database will allow for the collection of patient information tailored to researchers' 

447 requirements. While our study demonstrates the effectiveness of the random forest (RF) model in 

448 predicting outcomes for lung transplant patients using the UNOS dataset, it is important to note 

449 the lack of external validation as a limitation. The model was developed and validated only on the 

450 UNOS dataset, which, although comprehensive, may contain biases related to specific populations 

451 and practices in the United States. However, we plan to focus on collaborating with international 

452 transplant registries or multicenter studies to validate the performance of the model in different 

453 populations and healthcare settings. This will enhance the validity of the model and its potential 

454 for widespread clinical adoption. External validation on independent datasets from different 

455 geographic regions or healthcare systems is essential to ensure the generalizability and robustness 
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456 of our findings. As part of future work, we are developing an intelligent lung transplant patient 

457 information system at our center. Building on previous efforts to apply AI-based techniques in 

458 solid organ transplantation [52-55], this system aims to integrate the current model with patients' 

459 medical records while leveraging additional AI-based models to enhance its performance.

460 5-Conclusion

461 During this study, we succeeded in developing a priority prediction model based on the huge data 

462 of the UNOS database using ML models with the least error. Our research is among the pioneering 

463 studies that employ the SHAP method as an XAI technique to enhance the comprehensibility of 

464 the proposed model intended for clinicians. Additionally, the automated auxiliary model that we 

465 created can assist clinicians in acquiring a better understanding of the transplant priority estimation 

466 and the crucial factors that influence patient survival.
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479 The data used in this article can be obtained from the United Network for Organ Sharing (UNOS) 

480 database by visiting www.unos.org/data. However, there are limitations on accessing this data, as 

481 it was used under a license for the current study and is not accessible to the general public. The 

482 interpretation and reporting of this data are the responsibility of the authors and in no way should 

483 be seen as an official policy of or interpretation by the OPTN or the United States government.
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646 Tables

647 Table 1- The best selected hyperparameters 

Algorithm Hyperparameters

1 Multiple linear regression positive= False, n_jobs= 2, fit_intercept= True, copy_X= True

2 Random Forest Regressor n_estimators= 90, min_samples_split= 2, min_samples_leaf= 1, max_samples 10000, 

max_features: sqrt, max_depth=10

3 SVM Regressor C =9.11158, loss='epsilon_insensitive', max_iter=5000

4 XGBoost Regressor subsample=1, min_child_weight= 5, max_depth= 6, learning_rate=0.1, colsample_bytree=0.75                    

5 MLP solver= ‘sgd’, Learning_rate= ‘adaptive’, hidden_layer_sizes: (20,), alpha: 0.001, activation: logistic

6 DL Optimizer= ‘sgd’, batch_size= 16, activation= ‘relu’

648

649
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650 Table 2- The evaluation metrics of developed models and comparison of the model performance

Model R2(%) Adjusted R2(%) MSE MAE RMSE

1 Random Forest Regressor 95.168 95.163 12.548 2.056 3.542
2 XGBoost Regressor 82.88 82.87 58.326 4.487 7.637
3 Deep Learning algorithm 68. 736 68.23 80.096 42.096 45.05
4 MLP Regressor 66.003 65.98 88.97 5.681 9.432
5 Linear Regression 52.259 52.23 123.989 6.984 11.131
6 Support Vector Machines 48.590 48.55 133.591 6.570 11.555

651

652

653
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654

655 Table 3- The top 11 features identified by the SHAP method based on the prediction model

# Feature Description
1 INIT_O2 The amount of oxygen needed when the transplant candidate is on 

the waiting list
2 GROUPING Lung transplant candidate diagnosis group
3 DAYSWAIT_CHRON The amount of waiting time of patients on the waiting list - up-to-

date waiting time
4 MED_COND_TRR The status of the patient's lungs at the time of the last clinical 

evaluation
5 HEMO_SYS_TRR The latest status of Hemodynamics Pcw (Sys) MM/Hg
6 END_O2 O2 Requirement at rest
7 VENTILATOR_TCR The patient's status in terms of the need for a ventilator
8 LIFE_SUP_TCR The amount of social and financial support
9 CIG_Use History of cigarette use
10 Vent_Support_TRR Episode of ventilatory support
11 Transfusion Events occurring between listing and transplant

656

657
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658 Figure legends

659 Fig 1. Schematic diagram illustrating the proposed methodology for developing machine learning models. 

660 The process includes data preprocessing, feature engineering, model training, and evaluation, followed by 

661 a systematic comparison of multiple models using performance metrics to identify and select the optimal 

662 model for deployment.

663 Fig 2-(a) SHAP summary plot of the top 11 features for predicting lung allocation score using random forest 

664 regressor and (b) SHAP values to explain the predicted probabilities

665 Fig 3- Interactive web-based interface for the machine learning model, developed using the Streamlit 

666 framework. The tool allows users to input data, visualize predictions, and explore model performance 

667 metrics in real-time, providing an accessible platform for researchers and practitioners to interact with the 

668 developed algorithm

669

670
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Fig 1. Schematic diagram of the proposed method 

282x165mm (600 x 600 DPI) 
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Fig 2-(a) SHAP summary plot of the top 11 features for predicting lung allocation score using random forest 
regressor and (b) SHAP values to explain the predicted probabilities 

41x45mm (300 x 300 DPI) 
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Fig 3- Interactive web-based interface for the machine learning model, developed using the Streamlit 
framework. The tool allows users to input data, visualize predictions, and explore model performance 

metrics in real-time, providing an accessible platform for researchers and practitioners to interact with the 
developed algorithm 

122x136mm (144 x 144 DPI) 
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Table A-1- Dataset description

Summary statistics of the selected continuous predictors (N=)

Variable Range Mean (SD) SE 95% Conf.

Age 18-58 54.27 (17.30) 0.095 39.2977

BMI 14.997- 44.77 25.3 (3.83) 0.021 25.2586

FEV1 value 5-120 39.484 (17.30) 0.095 39.2977

Initial creatinine 0.1-24 0.841 (0.407) 0.002 0.8369

Lung 

recipients

Total Albumin serum 0.5-24 3.8787 (0.406) 0.002 3.8743

Summary statistics of selected categorical predictors (N=)

Variable n Percentage (%)

Male 18085 54.86
Gender

Female 14881 45.14

A 1513 38.31

B 4529 11.32

AB 1513 3.78
ABO

O 18648 46.59

Positive 363 1.10

Negative 30061 91.19History of 

Malignancy
Unknown 2542 7.71

Having 808 2.45

Lung 

recipients

History of previous 

transplantation Not Having 32158 97.55

Male 14154 42.94

Female 14154 42.94GENDER

Unknown 9704 29.44

A 279 0.85

B 2544 7.72

AB 11832 35.89

O 13038 39.55

ABO

Unknown 279 0.85

Positive 9756 29.59

Negative 21300 64.61

Donor

History of 

Malignancy
Unknown 1910 5.79
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Table A-2- Baseline Dataset description from UNOS database

Variables count mean std min 25% 50% 75% max

GROUPING 32966 1.9387
25

1.3160
87

0 0 3 3 3

GENDER 32966 0.5485
96

0.4976
4

0 0 1 1 1

ABO 32966 1.6676
58

1.3853
79

0 0 2 3 3

WGT_KG_TCR 32966 72.416
14

17.805
07

3.1 59.422 72.575 84.822 212

HGT_CM_TCR 32966 168.29
24

12.245
25

5 160.02 168.61
97

175.5 210.82

FUNC_STAT_TCR 32966 2063.0
03

278.18
43

1 2040 2060 2070 4100

DIAB 32966 6.7644
54

72.834
96

0 1 1 1 998

MALIG_TCR 32966 0.1652
31

0.5405
16

0 0 0 0 2

TOT_SERUM_ALBUM 32966 3.8786
76

0.4068
92

0.5 3.8723
02

3.8723
02

3.8723
02

9.8

RESIST_INF 32966 0.1060
49

0.3936
11

0 0 0 0 2

HEMO_SYS_TCR 32966 42.636
04

16.843
37

0 32 39 47 180

HEMO_PA_DIA_TCR 32966 17.793
79

8.9353
08

0 12 17 21 110

HEMO_PA_MN_TCR 32966 27.511
46

10.971
3

0 21 26 31 110

HEMO_PCW_TCR 32966 10.695
36

5.3746
86

0 7 10 14 50

HEMO_CO_TCR 32966 5.2616
08

1.4071
82

0.2 4.4 5 5.96 15

CIG_USE 32966 0.5656
13

0.4956
84

0 0 1 1 1

TCR_DUR_ABSTAIN 32966 57.322
61

166.72
62

1 7 7 56 998

LAST_INACT_REASON 32966 5.2636
35

1.5007
13

1 5 5 5 16

INIT_STAT 32966 7043.2
71

178.32
2

7010 7010 7010 7010 7999

INIT_O2 32966 4.0979
41

4.1383
58

0 2 3 4.1564
1

35

END_O2 32966 5.4139
94

5.2037
36

0 2.5 4 6 26.3

INIT_CREAT 32966 0.8412
88

0.4078
41

0.1 0.68 0.8 0.98 24

END_CREAT 32966 0.8471
1

0.4216
2

0.08 0.66 0.8 0.99 25

CALC_LAS_LISTDATE 32966 43.041
33

16.167
66

0 33.676
89

37.545
7

45.019
99

96.224
91

DAYSWAIT_CHRON 32966 213.51
44

367.05
53

0 20 73 236 5120
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Variables count mean std min 25% 50% 75% max

INIT_AGE 32966 54.273
98

14.244
29

0 48 58 64 81

LIFE_SUP_TCR 32966 0.0705
27

0.2560
37

0 0 0 0 1

VENTILATOR_TCR 32966 0.0393
44

0.1944
14

0 0 0 0 1

INIT_LLU_FLG 32966 0.3566
71

0.4790
24

0 0 0 1 1

INIT_RLU_FLG 32966 0.3546
38

0.4784
11

0 0 0 1 1

INIT_BLU_FLG 32966 0.8302
49

0.3754
19

0 1 1 1 1

END_LLU_FLG 32966 0.3630
71

0.4808
92

0 0 0 1 1

END_RLU_FLG 32966 0.3613
42

0.4803
97

0 0 0 1 1

END_BLU_FLG 32966 0.8421
1

0.3646
43

0 1 1 1 1

DR51 32966 19.820
75

38.825
21

0 0 0 0 99

DR51_2 32966 2.9355
09

16.525
55

0 0 0 0 99

DR52 32966 20.401
29

39.140
27

0 0 0 0 99

DR52_2 32966 2.8566
1

16.278
53

0 0 0 0 99

DR53 32966 20.145
18

39.013
53

0 0 0 0 99

DR53_2 32966 2.9363
59

16.518
35

0 0 0 0 99

DQ1 32966 2.2774
98

20.304
64

0 0 0 1 609

DQ2 32966 3.0090
7

29.151
05

0 0 0 0 609

MED_COND_TRR 32966 1.8775
71

1.3539
62

0 0 3 3 3

CREAT_TRR 32966 0.8561
59

0.3541
49

0.1 0.71 0.8643
11

0.9 25

DIAL_AFTER_LIST 32966 0.3119
58

0.4688
32

0 0 0 1 2

FEV1_TRR 32966 39.484
49

17.302
73

5 26 39.941
8

45 120

HEMO_CO_TRR 32966 5.3365
05

1.1499
13

1 4.86 5.3473
03

5.53 15

HEMO_PA_DIA_TRR 32966 17.906
18

7.3117
2

0 14 17.951
62

19 110

HEMO_PA_MN_TRR 32966 27.369
64

8.6623
76

0 23 27.433
37

28 110

HEMO_PCW_TRR 32966 10.680
73

4.3508
63

0 9 10.687
58

12 50

HEMO_SYS_TRR 32966 42.506
21

13.378
96

0 35 42.667
5

42.667
5

180
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Variables count mean std min 25% 50% 75% max

INFECT_IV_DRUG_TRR 32966 0.4634
47

0.6279
66

0 0 0 1 2

INOTROP_VASO_CO_TRR 32966 0.6707
52

0.5336
64

0 0 1 1 2

INOTROP_VASO_DIA_TRR 32966 0.6995
39

0.5285
4

0 0 1 1 2

INOTROP_VASO_MN_TRR 32966 0.6828
55

0.5329
5

0 0 1 1 2

INOTROP_VASO_PCW_TRR 32966 0.6769
4

0.5297
01

0 0 1 1 2

INOTROP_VASO_SYS_TRR 32966 0.7045
44

0.5271
42

0 0 1 1 2

OTH_LIFE_SUP_TRR 32966 0.0138
02

0.1166
71

0 0 0 0 1

PCO2_TRR 32966 47.768
1

10.660
06

10 42.1 47.648
14

48 120

PRIOR_LUNG_SURG_TRR 32966 0.3923
74

0.5680
63

0 0 0 1 2

STEROID 32966 0.9488
56

0.8256
43

0 0 1 2 2

TBILI 32966 0.5944
13

0.6892
98

0.1 0.4 0.6 0.6113
84

36

TRANSFUSIONS 32966 0.3857 0.5528
85

0 0 0 1 2

VENT_SUPPORT_TRR 32966 0.4269
85

0.6005
65

0 0 0 1 2

VENTILATOR_TRR 32966 0.0396
17

0.1950
6

0 0 0 0 1

INHALED_NO_TRR 32966 0.0054
6

0.0736
92

0 0 0 0 1

PRIOR_CARD_SURG_TYPE_O
STXT_TRR

32966 94.764
45

3.8366
07

0 95 95 95 95

PROSTACYCLIN_TRR 32966 0.0041
56

0.0643
32

0 0 0 0 1

TRACHEOSTOMY_TRR 32966 0.3548
5

0.5263
56

0 0 0 1 2

ECMO_72HOURS 32966 0.7065
76

0.4923
41

0 0 1 1 2

INHALEDNO_72HOURS 32966 0.7239
28

0.5000
37

0 0 1 1 2

INTUBATED_72HOURS 32966 0.8559
42

0.5551
87

0 1 1 1 2

HBV_CORE 32966 1.0421
04

1.3775
25

0 0 0 3 3

HBV_SUR_ANTIGEN 32966 0.9615
06

1.3870
78

0 0 0 3 3

HBV_SURF_TOTAL 32966 2.2479
52

1.2260
29

0 2 3 3 3

CMV_STATUS 32966 1.7322
7

1.1952
81

0 0 2 3 3

HIV_SEROSTATUS 32966 0.9831
34

1.3915
81

0 0 0 3 3
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Variables count mean std min 25% 50% 75% max

HCV_SEROSTATUS 32966 0.9818
6

1.3788
63

0 0 0 3 3

EBV_SEROSTATUS 32966 2.1486
08

0.7635
92

0 2 2 3 3

CRSMATCH_DONE 32966 1.5881
51

0.5852
56

0 1 2 2 2

CPRA 32966 747.29
97

431.05
68

0 86 999 999 999

PREV_TX 32966 0.0245
1

0.1546
29

0 0 0 0 1

PREV_TX_ANY 32966 0.0257
84

0.1584
93

0 0 0 0 1

DA1 32966 9.9479
16

71.844
42

1 2 3 10 6802

DA2 32966 45.965
09

187.60
4

0 24 33 48 6802

DB1 32966 43.607
44

179.94
94

7 13 44 46 5501

DB2 32966 71.462
45

234.55
61

0 44 60 76 8201

DDR1 32966 10.588
12

29.918
02

1 4 11 11 1501

DDR2 32966 23.310
59

55.512
5

0 13 15 24 1602

RA1 32966 20.054
06

130.37
15

0 2 3 23 6801

RA2 32966 80.445
43

330.79
92

0 24 68 92 6802

RB1 32966 80.574
83

311.74
06

0 8 44 92 5703

RB2 32966 142.11
97

480.61
77

0 44 61 162 8201

RDR1 32966 21.514
23

82.279
82

0 4 13 24 1601

RDR2 32966 46.769
25

139.00
17

0 13 17 53 1602

AMIS 32966 35.698
6

46.580
73

0 1 2 99 99

DRMIS 32966 35.776
83

46.563
09

0 1 2 99 99

HLAMIS 32966 37.797
79

45.080
84

0 4 5 99 99

MALIG_TRR 32966 0.6257
05

0.4866
36

0 0 1 1 2

CMV_IGG 32966 2.3041
62

1.0777
62

0 2 3 3 3

CMV_IGM 32966 2.0563
31

1.2855
16

0 1 3 3 3

HIST_COCAINE_DON 32966 0.5201
42

0.6779
7

0 0 0 1 2

AGE_DON 32966 34.465
05

11.732
68

6 26 34 40 76

Page 39 of 41

For peer review only - http://bmjopen.bmj.com/site/about/guidelines.xhtml

BMJ Open

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

P
ro

tected
 b

y co
p

yrig
h

t, in
clu

d
in

g
 fo

r u
ses related

 to
 text an

d
 d

ata m
in

in
g

, A
I train

in
g

, an
d

 sim
ilar tech

n
o

lo
g

ies.
 . 

E
n

seig
n

em
en

t S
u

p
erieu

r (A
B

E
S

)
at A

g
en

ce B
ib

lio
g

rap
h

iq
u

e d
e l

 
o

n
 Ju

n
e 7, 2025

 
h

ttp
://b

m
jo

p
en

.b
m

j.co
m

/
D

o
w

n
lo

ad
ed

 fro
m

 
16 M

ay 2025. 
10.1136/b

m
jo

p
en

-2024-089796 o
n

 
B

M
J O

p
en

: first p
u

b
lish

ed
 as 

http://bmjopen.bmj.com/


For peer review only

Variables count mean std min 25% 50% 75% max

HBV_CORE_DON 32966 1.9179
15

1.3698
88

0 1 1 4 4

HBV_SUR_ANTIGEN_DON 32966 1.8853
06

1.3676
88

0 1 1 4 4

ABO_DON 32966 2.8215
43

1.3835
85

0 3 3 4 4

ALCOHOL_HEAVY_DON 32966 0.5142
27

0.6755
2

0 0 0 1 2

GENDER_DON 32966 1.0180
79

0.7552
08

0 0 1 2 2

HEP_C_ANTI_DON 32966 1.9044
47

1.3691
03

0 1 1 4 4

ANTIHYPE_DON 32966 0.7437
66

0.7968
65

0 0 1 1 2

BUN_DON 32966 19.683
7

13.757
26

0.4 12 20.214
87

20.214
87

245

CREAT_DON 32966 1.4041
16

1.2691
58

0.07 0.82 1.3 1.4200
9

37

PT_DIURETICS_DON 32966 1.2838
68

0.7875
79

0 1 1 2 2

PT_STEROIDS_DON 32966 1.3480
25

0.7613
86

0 1 2 2 2

PT_T3_DON 32966 0.3065
28

0.4690
17

0 0 0 1 2

PT_T4_DON 32966 1.2296
61

0.8051
9

0 1 1 2 2

PT_OTH2_OSTXT_DON 32966 5972.5
15

2591.6
37

0 4203.2
5

7694 7694 9269

PULM_INF_DON 32966 1.2977
92

1.1749
39

0 0 1 3 3

SGOT_DON 32966 96.904
49

306.02
49

0.3 31 68 97.527
13

20000

SGPT_DON 32966 97.767
02

365.39
33

0.4 25 56 97 44117

TBILI_DON 32966 0.9881
08

1.0570
65

0 0.6 0.9877
6

0.9877
6

59

URINE_INF_DON 32966 0.9634
78

1.3424
44

0 0 0 3 3

VASODIL_DON 32966 0.5357
64

0.6966
22

0 0 0 1 2

VDRL_DON 32966 2.1988
11

1.8183
14

0 1 1 5 5

CLIN_INFECT_DON 32966 1.2380
03

0.7994
13

0 1 1 2 2

HIST_CIG_DON 32966 0.4278
04

0.6079
43

0 0 0 1 2

HIST_HYPERTENS_DON 32966 0.6235
82

0.7483
24

0 0 0 1 2

HIST_CANCER_DON 32966 0.3236
97

0.4948
65

0 0 0 1 2

DIABETES_DON 32966 0.3953
47

0.5802
36

0 0 0 1 2
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Variables count mean std min 25% 50% 75% max

HIST_OTH_DRUG_DON 32966 0.8759
02

0.8238
69

0 0 1 2 2

CMV_DON 32966 2.7614
21

1.1451
94

0 1 3 4 4

DDAVP_DON 32966 0.5305
47

0.6931
6

0 0 0 1 2

HEPARIN_DON 32966 1.6638
66

0.5103 0 1 2 2 2

ARGININE_DON 32966 1.2218
65

0.8072
42

0 1 1 2 2

WGT_KG_DON_CALC 32966 77.364
88

14.876
9

23.5 70 77.353
48

81.6 189

BMI_DON_CALC 32966 26.190
33

4.5802
42

10.588
66

23.667
83

26.221
13

27.173
1

66.035
64

HBV_NAT_DON 32966 2.0281
81

1.4016
18

0 0 3 3 3

ABO_MAT 32966 1.6387
79

0.9052
58

1 1 1 3 3

DIAL_PRIOR_TX 32966 0.6500
64

0.4834
63

0 0 1 1 2

ISCHTIME 32966 5.2922
57

1.5282
11

0.042 4.5664
06

5.3519
05

5.6328
13

25

O2_REQ_CALC 32966 5.3750
88

4.2890
68

0 3 5.4579
95

5.4579
95

26.3

PRIOR_CARD_SURG_TRR 32966 0.3284
29

0.4908
72

0 0 0 1 2

MALIG 32966 0.4118
18

0.5984
24

0 0 0 1 2

HGT_CM_CALC 32966 169.99
18

8.2559
88

122 165.1 170.03
08

175 210.82

BMI_CALC 32966 25.299
95

3.8325
76

14.997
85

23.382
51

25.392
36

27.331
17

44.777
87

DISTANCE 32966 211.25
96

210.94
01

0 67 215 221 4137

VENT_SUPPORT_AFTER_LIS
T

32966 0.4269
85

0.6005
65

0 0 0 1 2

PROTEIN_URINE 32966 0.8621
31

0.8219
72

0 0 1 2 2

CARDARREST_NEURO 32966 0.3973
79

0.5680
28

0 0 0 1 2

PO2 32966 380.25
4

121.57
52

3.2 368 382.31
52

457 754

HIST_MI 32966 0.3272
46

0.4933
55

0 0 0 1 2

LV_EJECT 32966 58.086
24

9.4403
97

1 58 58.118
68

61 99

CORONARY_ANGIO 32966 2.0919
74

1.3279
38

1 1 1 4 4

BIOPSY_DGN 32966 3.0819
33

1.9978
58

1 1 5 5 5

HBSAB_DON 32966 3.8937
39

1.4628
7

0 3 3 6 6
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Variables count mean std min 25% 50% 75% max

EBV_IGG_CAD_DON 32966 4.8062
85

1.5472
43

0 4 4 7 7

EBV_IGM_CAD_DON 32966 2.7079
72

2.2522
66

0 1 1 6 6

CDC_RISK_HIV_DON 32966 0.5345
81

0.6988
12

0 0 0 1 2

INOTROP_SUPPORT_DON 32966 0.9822
54

0.8363
9

0 0 1 2 2

TRANSFUS_TERM_DON 32966 294.91
72

454.81
1

0 0 1 998 998

PO2_FIO2_DON 32966 86.126
1

21.280
58

1 86 100 100 100

PCO2_DON 32966 37.029
91

5.5849
25

10 34.7 37 39 110

BRONCHO_LT_DON 32966 321.94
15

464.84
33

1 2 2 998 998

BRONCHO_RT_DON 32966 331.79
15

468.46
5

1 2 2 998 998

CHEST_XRAY_DON 32966 300.36
43

455.52
74

1 2 5 999 999

PH_DON 32966 7.4153
15

0.0835
11

5 7.4 7.4155
55

7.44 8

HEMATOCRIT_DON 32966 29.215
83

4.4611
27

2.5 27 29.149
96

30.6 71
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29 Abstract

30 Objectives: In lung transplantation, a priority is assigned to each candidate on the waiting list. Our 

31 primary objective was to identify the key factors that influence the allocation of priorities in lung 

32 transplantation using machine learning (ML) techniques to enhance the process of prioritizing 

33 patients.

34 Design: Developing a prediction model.

35 Setting and participants: Our data was retrieved from the UNOS open-source database of 

36 transplant patients between 2005 and 2023.

37 Interventions: After the preprocessing process, a feature engineering technique was employed to 

38 select the most relevant features. Then, six ML models with an optimized hyper-parameter 

39 including Multiple Linear Regression (MLR), Random Forest Regressor (RF), Support Vector 

40 Machines (SVM) Regressor, XGBoost Regressor, a multilayer perceptron model, and a deep 

41 learning model (DL) were developed based on UNOS dataset. 

42 Primary and secondary outcome measures: The performance of each model was evaluated 

43 using R-squared (R2) and other error rate metrics. Next, the Shapley Additive Explanations 

44 (SHAP) technique was utilized to identify the most important features in the prediction.

45 Results: The raw dataset contains 196,270 records with 545 features in all organs. After 

46 preprocessing, 32,966 records with 15 features remain. Among various models, the RF model 

47 achieved a high R2 score. Additionally, the RF model exhibited the lowest error values indicating 

48 its superior precision compared to other regression models SHAP technique in conjunction with 

49 the RF model revealed the 11 most important features for priority allocation. Subsequently, we 

50 developed a web-based decision support tool using Python and the Streamlit framework based on 

51 the best-fine-tuned model.
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52 Conclusion: The deployment of the ML model has the potential to act as an automated tool to aid 

53 physicians in assessing the priority of lung transplants and identifying significant factors that play 

54 a role in patient survival.

55 Keywords: Lung transplantation, allocation score, Machine learning, Prediction.

56
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57 Strengths and limitations of this study:

58 • The use of various preprocessing and data cleaning techniques in our survey increased the 

59 robustness and performance of the model.

60 • To ensure transparency and interpretability in our machine learning models, we employed 

61 Explainable Artificial Intelligence (XAI) techniques, specifically the SHAP (Shapley Additive 

62 Explanations) method.

63 • Understanding the factors influencing the determination of lung transplant priority could 

64 support clinicians in designing treatment plans and thus improving the quality of life of patients.

65 • Deploying the developed ML model in the form of a decision support system increases its 

66 applicability in clinical practice.

67 • The model was validated on the UNOS dataset but requires external validation across diverse 

68 populations and healthcare systems to ensure generalizability and clinical applicability.

69

70
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71 1-Introduction

72 Lung transplantation (LTx) is an advanced treatment option for patients suffering from end-stage 

73 lung disease. When no other treatment options are available and the patient is likely to die, lung 

74 transplant surgery is suggested as a well-established treatment option [1]. When a patient meets 

75 the inclusion criteria for transplantation, they are placed on a waiting list and assigned a priority. 

76 Various conditions may affect eligibility for lung transplantation and the patient's priority [2]. In 

77 some countries, a score is assigned to each patient on the waiting list to enhance the recipient 

78 selection process [3, 4]. Understanding the most influential factors in priority allocation for lung 

79 transplantation is beneficial for researchers worldwide, as it can improve post-transplant survival. 

80 Utilizing data mining methods and developing forecasting models in this field could aid clinicians 

81 in uncovering hidden patterns and relationships within patient data and allocation scores.

82 Machine learning (ML) methods have been developed across various fields of clinical medicine to 

83 assist clinicians in predicting and classifying diseases [5]. These methods are used to predict the 

84 length of stay in the Intensive Care Unit (ICU), diagnose septic infection[6], and extract disease 

85 patterns from big data [7, 8]. Nevertheless, there is a lack of studies on the development of 

86 predictive models and identification of important features using ML methods to predict lung 

87 transplantation priority [9, 10]. Thus, the primary objective of this study was to utilize ML 

88 techniques to identify the most influential factors that strongly impacted outcomes based on 

89 various developed ML methods to predict the priority using clinical and demographic data. 

90 2- Methods 

91 Throughout this section, the process of developing, comparing, and evaluating ML models is 

92 shown schematically in Fig 1. Python programming language version 10 was used in this study 

93 for developing and validating ML algorithms. For data preprocessing, Numpy and Pandas modules 
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94 were employed, while the sci-kit learn library was utilized for developing supervised classifier 

95 algorithms.

96 2-1-Dataset description and data retrieval

97 The data for this study were obtained from the United Network for Organ Sharing (UNOS) online 

98 database [11]. Upon receiving written permission from UNOS, we accessed the recorded data 

99 pertaining to lung transplantation for our research. Our study included patients over 18 years old 

100 with end-stage lung disease who underwent lung transplants between 2005 and 2022. We 

101 performed a waiting list analysis using all available data entries from the United Network for 

102 Organ Sharing (UNOS) database for our study.

103 The priority of candidates on the waiting list was considered as the outcome, while the clinical and 

104 demographic characteristics of patients were considered as features or predictors.

105 2-2-Pre-processing process

106 Data pre-processing is a crucial step in ML techniques, especially when dealing with raw data from 

107 clinical databases or medical records that often contain missing or unclear information. To ensure 

108 the development of more accurate models based on appropriate data, we followed a series of data 

109 pre-processing steps. The following steps were employed in this phase as pre-processing 

110 techniques.

111 1- Checking the duplicated values and records to remove the duplicates

112 2-  De-identify records and remove irreverent features

113 3- Convert nominal and categorical features to numerical values

114 4- Identify missing data and missing values imputation

115 5- Outlier detection

116 6- Feature engineering and feature selection 
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117 7- Data transformation and normalization

118 2-2-1-Duplicate checking and removal of irreverent features

119 After duplicate checking, we consulted UNOS guidelines and experts to review all features and 

120 their definitions. Under their supervision, we removed identification variables and irrelevant 

121 features, such as ID columns, hospital center identification codes, and country of residence, to de-

122 identify patients.

123 Following this, we converted the post-transplant survival days variable to years and excluded 

124 patients with a survival rate of less than two years. Next, we filtered out patients below 18 years 

125 of age and excluded any data before 2005. Additionally, records related to heart transplantation 

126 were removed from the dataset.

127 After removing irrelevant features in the first data-cleaning phase, we utilized the discretized 

128 operator to convert nominal values to numerical data. Categorical data were encoded using the 

129 LabelEncoder class too.

130 2-2-2- Missing data management: 

131 To address missing data in our dataset, we conducted missing data imputation across the entire 

132 dataset. Initially, we assessed the specified columns or attributes to determine the extent of missing 

133 and unique data in each column. During this analysis, we discovered that the ICU column was 

134 empty and decided to delete it due to its lack of meaningful information. To impute the missing 

135 data, a threshold of 80% was set for feature removal with expert consultation. As a result, any 

136 column with more than 80% missing data was removed. If the missingness is due to inconsistent 

137 reporting rather than clinical irrelevance, dropping the column could exclude critical information 

138 about high-risk patients. In this case, domain experts might recommend retaining the column and 

139 using advanced imputation techniques or creating a binary indicator for missingness.
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140 Along with feature removal, the sensitivity analysis was conducted on dataset which revealed that 

141 the inclusion of omitted features had a detrimental effect on the performance of the Random Forest 

142 Regressor model. Specifically, these features led to a decrease in the R² score from 0.95 to 0.68 

143 and an increase in RMSE from 3.5 to 4.8. It means that the sensitivity analysis demonstrated that 

144 omitting features with missing data significantly degraded model performance (R² decreased from 

145 0.95 to 0.68; RMSE increased from 3.5 to 4.8), suggesting these missing values were not missing 

146 at random (MNAR). The observed performance drop implies that the missingness may depend on 

147 unobserved factors systematically related to the outcome, warranting MNAR-specific methods for 

148 robust inference.

149 For the missing data imputation, we adopted a strategy of replacing missing data in numerical 

150 features with the mean value of each respective feature. This approach allows us to retain the 

151 integrity of the dataset while minimizing the impact of missing data on our analysis. By performing 

152 these comprehensive steps of missing data imputation, we ensure the dataset is optimized for 

153 further analysis and modeling, enabling us to draw more accurate conclusions and insights. 

154 2-2-3- Outliers handling

155 Outliers can significantly impact the performance and interpretability of machine learning models. 

156 Therefore, it is essential to investigate their causes before deciding whether to exclude, transform, 

157 or retain them. This exploration ensures that the preprocessing steps are justified and scientifically 

158 sound. To address outliers in the dataset, we first create distribution plots to visualize the data. 

159 Next, we apply the IQR method and use Box plots to identify outliers. Finally, we remove these 

160 outliers to prepare the data for further processing.

161 To address outliers in the dataset, a comprehensive approach was employed that included visual 

162 and statistical analysis to identify and understand the nature of the outliers. The distribution plots 
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163 and boxplots were created to visualize outliers and applied the IQR method to quantify their extent. 

164 Additionally, statistical analysis was conducted to assess the impact of outliers on the dataset and 

165 performed sensitivity analysis to evaluate their influence on model performance. Throughout this 

166 process, we ensured transparency and justification by documenting all outliers and providing 

167 context-specific reasons for their exclusion, such as data entry errors or clinically irrelevant 

168 extreme values [12, 13]. This rigorous approach ensured that the removal of outliers was 

169 methodologically sound and did not compromise the integrity of our analysis.

170 2-2-4-Feature engineering and feature selection

171 Given the high-dimensional nature of the dataset used in this study, feature engineering and 

172 selection were critical steps to reduce dimensionality, eliminate irrelevant or redundant features, 

173 and enhance model performance. Feature selection aims to identify a subset of features that 

174 effectively describe the problem with minimal loss of information and computational efficiency 

175 [14]. All phases of feature engineering and selection were conducted under the supervision of 

176 clinical experts to ensure the relevance and validity of the selected features.

177 Step one, correlation analysis: As the first step, correlation analysis was performed to assess the 

178 relationships between features and the target variable, as well as inter-feature correlations. This 

179 analysis helped identify highly correlated features that could introduce multicollinearity and 

180 redundancy into the model using heatmap graph. Features with a correlation coefficient above a 

181 predefined threshold were flagged for further evaluation.

182 Step two, variance threshold filtering: To eliminate low-variance features that contribute little 

183 to the model's predictive power, a variance threshold was applied. Features with variance below a 

184 specified threshold (e.g., 0.01) were removed, as they were deemed to have minimal impact on the 

185 target variable.

Page 10 of 42

For peer review only - http://bmjopen.bmj.com/site/about/guidelines.xhtml

BMJ Open

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

P
ro

tected
 b

y co
p

yrig
h

t, in
clu

d
in

g
 fo

r u
ses related

 to
 text an

d
 d

ata m
in

in
g

, A
I train

in
g

, an
d

 sim
ilar tech

n
o

lo
g

ies.
 . 

E
n

seig
n

em
en

t S
u

p
erieu

r (A
B

E
S

)
at A

g
en

ce B
ib

lio
g

rap
h

iq
u

e d
e l

 
o

n
 Ju

n
e 7, 2025

 
h

ttp
://b

m
jo

p
en

.b
m

j.co
m

/
D

o
w

n
lo

ad
ed

 fro
m

 
16 M

ay 2025. 
10.1136/b

m
jo

p
en

-2024-089796 o
n

 
B

M
J O

p
en

: first p
u

b
lish

ed
 as 

http://bmjopen.bmj.com/


For peer review only

10

186 Step three, embedded feature selection with XGBoost: Following the initial filtering, an 

187 embedded feature selection technique was employed using the XGBoost algorithm. XGBoost 

188 provides intrinsic feature importance scores based on metrics such as gain, cover, and frequency. 

189 Features with very low importance scores (negative scores indicating no correlation with target 

190 value) were excluded from the final feature set.

191 Step four, expert review and validation: All selected features were reviewed and validated by 

192 subject matter experts to ensure their clinical, practical, and scientific relevance. This step was 

193 critical to avoid eliminating features that, although statistically significant, may not be clinically 

194 significant. For example, some features were retained for model customization based on expert 

195 consultation, despite having modest statistical significance.

196 Through a comprehensive and expert-guided feature selection process, we identified a subset of 

197 features that were statistically significant, domain-relevant, and impactful for model performance. 

198 This rigorous approach ensured the final model was both robust and clinically meaningful, with 

199 the selected features deemed critical for predicting the target variable.

200 2-2-5-Data transformation and normalization: In the end, data normalization was carried out to 

201 optimize the features for modeling purposes.

202 2-3- Splitting data and validation technique

203 During the model development process, the dataset was divided into training and testing data in 

204 an 80:20 ratio where 80% of the data was used for training the models and the remaining 20% was 

205 reserved for testing and validation. The training dataset is used to train the model, allowing it to 

206 learn patterns and relationships within the data based on the available data. The training dataset 

207 typically contains the bulk of the available data. In contrast, the testing dataset is intended solely 

208 to evaluate the model’s performance on unseen data, ensuring an unbiased assessment of its 
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209 generalizability. This dataset is kept separate from the training process to provide a true measure 

210 of how the model performs in real-world scenarios. Both datasets are often split randomly, with 

211 common ratios such as 80:20 or 70:30, depending on the size and nature of the data.

212 This split ensured that the models were evaluated on unseen data to assess their generalization 

213 capability. To mitigate potential bias introduced by simple data splitting, cross-validation 

214 technique was employed. Through this technique, the dataset was divided into k folds, and each 

215 model was trained and validated k times, with each fold serving as the validation set once. The 

216 average performance metrics across all folds were calculated to ensure robust evaluation. The 

217 results of the k-fold cross-validation were consistent with those obtained from the simple 80:20 

218 split, confirming the reliability of the initial approach.

219 2-4- Model development and tuning

220 The objective of this study was to develop a prediction model for a continuous numerical variable 

221 (priority score) using regression techniques to identify the most effective factors in selecting the 

222 most appropriate candidate for LTx. In this study, regression models were selected to examine the 

223 connection between input variables and output numerical values, as the target variable (outcome) 

224 is a continuous numerical value.

225 To determine the most influential factors and identify the best model, the performance of six 

226 regression-based models was evaluated: Multiple Linear Regression (MLR), Random Forest 

227 Regressor (RF), Support Vector Machines (SVM) Regressor, XGBoost Regressor, a multilayer 

228 perceptron model (MLP—a class of feedforward artificial neural network), and a deep learning 

229 model (DL). The selection of these models was done based on the type of target variable and the 

230 study objectives.
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231 A hyperparameter tuning optimization technique was employed in this phase to improve model 

232 performance by optimizing the training process by determining the best hyperparameters for each 

233 model. This technique was used to prevent models that underfit or overfit the data [15]. After 

234 tuning parameters in each model, the models were trained with updated best hyperparameters, and 

235 all metrics were calculated again to achieve the best performance. We employed the random search 

236 method, a hyperparameter tuning technique where hyperparameters are randomly chosen from a 

237 predefined set to train a model.

238 2-4-1- Multiple linear regression (MLR)

239 Multiple linear regression (MLR) is a statistical technique used to estimate the relationship 

240 between a dependent variable and one or more independent variables. It is an extension of linear 

241 regression, which requires more than one predictor variable to forecast the response variable[16]. 

242 MLR is a significant regression algorithm that models the linear association between a dependent 

243 continuous variable and multiple independent variables[17]. Hence, we have chosen this model to 

244 predict the continuous variable (priority score) based on several independent variables. The 

245 equation for multiple linear regression is demonstrated below[17]:

246 y=β0+β1x1+β2x2+β3x3+β4x4+ β5x5+β6x6+β7x7 (1)

247 where y represents the priority; xi is the considered variables; β0 is the intercept; and βi is the 

248 regression coefficients.

249 2-4-2- Random Forest Regressor (RF)

250 The random forest (RF) Regressor algorithm is a kind of ML approach that employs a group 

251 of decision trees, which are trained on a subset of the data, to make predictions. This technique is 

252 designed to stabilize the algorithm and decrease variance by using multiple trees. The RF regressor 

253 algorithm is widely recognized as a popular model in developing regression models because of its 

254 strong performance with large datasets and diverse data types [18, 19].
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255 2-4-3- Support Vector Machines Regressor (SVM)

256 Support vector machine regression (SVM) is a versatile regression function that can be used to 

257 solve both classification and regression problems. SVM is a supervised learning algorithm that fits 

258 a regression to the training data by reducing the distance between the sampled points and the fitted 

259 hyperplane[20, 21]. One advantage of SVM is that it is a sparse algorithm, meaning that it only 

260 needs information from a limited number of data points[22].

261 2-4-4- XGBoost Regressor

262 Extreme Gradient Boosting (XGBoost) is another ML library that is available for free and offers a 

263 powerful and efficient implementation of the gradient boosting algorithm[23]. Gradient boosting 

264 is a technique that involves creating an ensemble of tree-based models and then combining them 

265 to create a more accurate overall model than any of the individual models in the sequence[24]. 

266 XGBoost is a popular choice for those who require an effective and optimized implementation of 

267 gradient boosting[25].

268 2-4-5- Multilayer Perceptron Model (MLP)

269 The Multilayer Perceptron (MLP) is considered one of the top regression models in the field of 

270 artificial neural networks. It is equipped with the capability to learn from training data using a 

271 variety of training algorithms and rules. This feature allows the MLP to acquire numerous 

272 advantages, including increased capacity. As a result, the MLP operates as a self-regulating model 

273 that utilizes specific learning algorithms to enhance its performance when encountering new inputs 

274 [26, 27].

275 2-4-6- Deep Learning Model (DL)

276 A deep learning model can be used for regression problems by learning a mapping from input 

277 features to the target output. Deep learning is an adaptable model proficient at effectively managing 

278 intricate data relationships. It proves especially beneficial when working with extensive datasets 
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279 where traditional regression methods might not uncover intricate patterns. Nonetheless, to prevent 

280 overfitting and attain peak performance, these models necessitate meticulous calibration and 

281 validation[28-30]. Occasionally, due to the complex nature of implementing these models, simpler 

282 regression models may outperform them.

283 2-5- Performance evaluation 

284 Typically, regression models are evaluated based on a function that measures the difference 

285 between the predicted and actual numerical value of the target variable, such as the priority 

286 score[31]. In this study, three popular evaluation metrics were used, including mean absolute error 

287 (MAE), root mean square error (RMSE), and R-squared (R2) score to assess the performance of 

288 the developed models [32].

289 (1) 𝑀𝐴𝐸 =
∑𝑛

𝑖=1|𝑅∗(𝑖) ― 𝑅(𝑖)|
𝑛

290 (2) 𝑅𝑀𝑆𝐸 =
∑𝑛

𝑖=1 (𝑅∗(𝑖) ― 𝑅(𝑖))2

𝑛

1
2

291 (3) 𝑅2 = 1 ―
∑𝑛

𝑖=1 (𝑅∗(𝑖) ― 𝑅(𝑖))2

∑𝑛
𝑖=1 (𝑅∗(𝑖) ― 𝑚(𝑖))2

292 In these formulas; variable n refers to the number of samples; 𝑅∗(𝑖) denotes the retrieved value 

293 predicted by the model; 𝑅(𝑖) denotes the analyzed value; and 𝑚(𝑖) denotes the average analyzed 

294 value. 

295 To validate the developed machine learning (ML) models and reduce bias, we employed k-fold 

296 cross-validation. This technique overcomes the limitations of a simple train/test split by dividing 

297 the available data into multiple folds or subsets. By averaging the results across these folds, we 

298 achieve a more robust estimate of the model’s performance compared to a simple train/test split.

299 2-6- Feature Importance

300 To implement Explainable AI (XAI), a technique employed to elucidate the impact of each feature 

301 on the model is the SHAP (Shapley Additive Explanations) method. The SHAP method aims to 
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302 enhance the transparency and interpretability of machine learning models by drawing on 

303 cooperative game theory [33]. For instance, linear models utilize their coefficients to gauge the 

304 significance of each feature. However, these coefficients are influenced by the scale of the variable 

305 itself, potentially resulting in misinterpretations [34]. The same can be found in tree-based models 

306 for feature ranking. This is precisely why SHAP (Shapley Additive Explanations) becomes 

307 valuable for model interpretation [35]. The absolute value of SHAP provides insight into how 

308 significantly an individual feature influences the prediction [36]. Once we identify the optimal 

309 model for priority prediction, we’ll leverage the SHAP technique to assign weights to the most 

310 critical features. These features will then be ranked based on their importance and impact on the 

311 final priority score.

312 Patient and public involvement

313 Patients and/or the public were not involved in the design, or conduct, or reporting, or 

314 dissemination plans of this research.

315 3-Results

316 3-1- Dataset description

317 The raw dataset including all organs comprises information on 196,270 patients who underwent 

318 lung transplantation, as well as data related to lung donors. This comprehensive dataset includes 

319 545 features, encompassing demographic and clinical details about the organ recipients, 

320 biomarkers, laboratory test results, and characteristics of the donated organs (Table A-2 in 

321 Appendix A). Additionally, it provides insights into various patient outcomes, such as post-

322 transplant survival rates, occurrences of acute organ rejection, priority levels, duration of intensive 

323 care unit stay, post-transplant infections, and instances of re-transplantation.
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324 To preprocess the dataset, we converted the transplantation date data type to a string format and 

325 extracted the year column by parsing the month, hour, and year components. We removed all data 

326 prior to 2005 due to the absence of a prioritization system during that period. Furthermore, to focus 

327 exclusively on adult transplants, we excluded information related to pediatric transplants for 

328 children and adolescents under 18 years of age. As a result, our initial dataset comprised 183,086 

329 records.

330 Subsequently, we filtered the dataset to include only post-transplant survival records exceeding 

331 one year. After that, we eliminated any records with missing priority scores. Ultimately, our final 

332 dataset consisted of 45,966 records for subsequent analysis. 

333 3-2- Exploratory data analysis

334 Following imputation of missing independent variable data and preprocessing steps, the overall 

335 patient population consisted of 66.88% men and 33.20% women, with a median age of 

336 54.27±14.24 years. Our target variable is the priority (or allocation) score, which represents a 

337 continuous numerical value. In Table A-1 in Appendix A, we present descriptive analysis and the 

338 frequency distribution of various demographic and clinical variables within the dataset. 

339 Furthermore, we employed a data visualization method to enhance our comprehension of the data 

340 and dataset. This approach aids in verifying the integrity of the data and detecting any apparent 

341 inaccuracies. Incorporating data visualization is essential for all data science projects across 

342 various fields [37].

343 3-3- Data cleaning and preprocessing 

344 In the method section, we present detailed information regarding preprocessing procedures applied 

345 to the whole dataset. After de-identifying the dataset, it was limited to 40,024 records and 445 

346 features. During the initial data cleaning phase, we removed irrelevant features, reducing the total 
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347 to 322. Subsequently, we performed missing values imputation, resulting in 215 features available 

348 for further analysis. Next, in the correlation analysis phase, our dataset contains over 165 features 

349 post-pre-processing. 

350 Due to the dataset’s high dimensionality, we applied pre-processing techniques to select only the 

351 most important features based on their importance scores. As a result, we narrowed down the 

352 dataset to 65 features in the first phase of feature engineering. After further applying feature 

353 engineering and selection techniques, our final dataset consisted of 32,966 records, containing 15 

354 features.

355 3-4- Development and evaluation of regression models

356 The prediction models were developed by training several selected features obtained during the 

357 feature engineering phase. We used 80% of the dataset to train the algorithms and the rest 20% to 

358 test and validate their efficacy (80:20) and all six regression algorithms were trained based on 

359 trained data. 

360 To address the bias of training using simple data splitting the average score, K-fold cross-

361 validation was done and K was considered as 10 folds. The results showed that average scores of 

362 10-fold cross-validation in six ML algorithms are the same as the simple splitting data process. 

363 Subsequently, the hyperparameters were fine-tuned using a hyperparameter tuning technique to 

364 enhance the performance of the developed models. 

365 The optimized and selected hyperparameters are documented in Table 1. Next, the MAE, RMSE, 

366 and R2 values for each optimized model were calculated and represented in Table 2. Finally, all 

367 the optimized ML models were compared based on their R2 scores in combination with other 

368 relevant metrics. In this task, the RF Regressor emerges as the most robust model, demonstrating 

369 superior performance with an impressive 95.168% R² value, which indicates it explains nearly 
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370 96% of the variance in the data, significantly outperforming other techniques. The Adjusted R² 

371 metric, which penalizes unnecessary model complexity, closely mirrors the standard R² here 

372 (95.163%). The model's exceptional performance is evidenced by its lowest Mean Squared Error 

373 (12.548), Mean Absolute Error (2.056), and Root Mean Square Error (3.542), suggesting highly 

374 accurate and precise predictions. The superior performance of RF model can be attributed to its 

375 ability to handle complex, non-linear relationships in medical data through ensemble learning, 

376 where multiple decision trees are combined to create a more flexible and generalized predictive 

377 model. In contrast, traditional linear methods like Linear Regression and Support Vector Machines 

378 struggled, achieving R² values below 53%, which suggests the priority prediction requires 

379 sophisticated, non-linear modeling approaches that can capture intricate patterns in medical 

380 datasets. The progression from linear to ensemble and advanced machine learning techniques 

381 clearly demonstrates the importance of selecting appropriate algorithms for complex predictive 

382 challenges in healthcare.

383  As a result, the RF Regressor model emerged as the top performer among the developed prediction 

384 models. We made this determination based on a comprehensive evaluation of various metrics, 

385 utilizing the best features.

386 3-5- Most important features to select the most appropriate candidate

387 Upon selecting the best model, we proceeded to identify and weigh the most influential features 

388 using the SHAP library within the final model. Initially, a prediction model based on the chosen 

389 regression model was created. Subsequently, the importance of each feature was determined by 

390 analyzing the set of trees generated by the model using the SHAP technique. The SHAP library 

391 assigns a score to each feature based on its impact on the prediction model. The ranking of the 

Page 19 of 42

For peer review only - http://bmjopen.bmj.com/site/about/guidelines.xhtml

BMJ Open

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

P
ro

tected
 b

y co
p

yrig
h

t, in
clu

d
in

g
 fo

r u
ses related

 to
 text an

d
 d

ata m
in

in
g

, A
I train

in
g

, an
d

 sim
ilar tech

n
o

lo
g

ies.
 . 

E
n

seig
n

em
en

t S
u

p
erieu

r (A
B

E
S

)
at A

g
en

ce B
ib

lio
g

rap
h

iq
u

e d
e l

 
o

n
 Ju

n
e 7, 2025

 
h

ttp
://b

m
jo

p
en

.b
m

j.co
m

/
D

o
w

n
lo

ad
ed

 fro
m

 
16 M

ay 2025. 
10.1136/b

m
jo

p
en

-2024-089796 o
n

 
B

M
J O

p
en

: first p
u

b
lish

ed
 as 

http://bmjopen.bmj.com/


For peer review only

19

392 variables used in the ultimate model is visually represented in Fig 2, which is a widely recognized 

393 and popular chart produced by SHAP.

394 Ultimately, the researchers pinpointed the 11 most effective features, each receiving the highest 

395 score in candidate prioritization. 

396 These features, along with their explanations, are detailed in Table 3. Notably, it showed that 

397 factors such as a patient’s oxygen consumption and diagnosis played a significant role in 

398 prioritizing the waiting list. Additionally, the patient’s waiting time on the transplant list emerged 

399 as another influential factor. Subsequently, we developed a web-based decision support tool using 

400 Python and the Streamlit framework based on the best-fine-tuned model (Fig 3).

401 4- Discussion

402 The study aimed to explore the feasibility of utilizing machine learning (ML) methods to predict 

403 priority levels for patients on the waiting list for lung transplants and to pinpoint the critical factors 

404 influencing priority allocation. Despite the potential advantages of employing ML algorithms in 

405 organ allocation [38], there is a lack of research on their application specifically in lung 

406 transplantation. This investigation led to the development of a decision support tool for estimating 

407 transplantation priorities.

408 Currently, the decision-making process for prioritizing individuals on organ transplant waiting lists 

409 is predominantly reliant on physicians' subjective judgments, often following "first-come, first-

410 served" or "longer waiting time" principles rather than utilizing sophisticated mathematical models 

411 [39, 40]. Researchers recommend that authorities explore more equitable and innovative solutions 

412 for allocating donor organs to patients on waiting lists. As a result, researchers in the field of 

413 transplantation have concentrated on developing advanced models to forecast priority rankings 
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414 and outcomes for recipients based on pre-transplantation factors [41, 42]. Similarly, we employed 

415 ML models to investigate more appropriate factors in assigning organs to recipients. 

416 Prior studies on organ allocation have focused only on classification models to predict the risk of 

417 mortality following transplantation [41, 43]. However, these approaches have not been highly 

418 effective in improving the prioritization of patients on lung transplant waiting lists[44, 45]. In 

419 contrast, our developed model takes into account various factors such as disease type, oxygen 

420 saturation, demographics, clinical tests, and functional status.

421 In the context of machine learning (ML), the effectiveness of methods depends not only on their 

422 design and techniques but also on the quality and suitability of the data they operate on. To 

423 overcome the limitations of prior research, which often relied on a single ML technique and small 

424 sample sizes, our study takes a different approach. We incorporate multiple ML techniques to 

425 enhance the accuracy of our results, leveraging a large dataset sourced from the United Network 

426 for Organ Sharing (UNOS) database.

427 Our algorithm yields slightly superior results. To enhance the robustness of our model, we 

428 employed various data preprocessing techniques and feature engineering methods. These 

429 approaches allowed us to identify the most relevant and informative features in the data while 

430 discarding redundant or noisy ones [46, 47]. Data preprocessing plays a crucial role in improving 

431 data quality and enhancing the accuracy of knowledge extraction [48]. Additionally, by reducing 

432 data complexity and dimensions, our models became better equipped to capture underlying 

433 patterns and relationships, resulting in improved predictive performance [10, 47].

434 Our analysis reveals that employing the RF regressor model, which incorporates 15 features from 

435 the most significant donor and recipient variables available prior to transplantation, represents an 

436 effective approach for assigning an allocation score to each candidate on the waiting list. This 
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437 outperforms other regression models. RF was specifically chosen due to its favorable prediction 

438 performance in previous research [49]. Implementing the developed model as an AI-based decision 

439 support tool could assist physicians in integrating clinical insights into their decision-making 

440 processes and point-of-care scenarios, thereby enhancing the practical utility of the data.

441 ML-based models rely on intricate mathematical structures and multi-dimensional datasets, often 

442 yielding complex patterns and relationships that can be challenging for humans to grasp. To 

443 address this complexity and limitation, researchers have turned to SHAP (Shapley Additive 

444 explanations) summary analysis. This technique identifies the top influential features within the 

445 final model. By doing so, it sheds light on which parameters should take precedence when selecting 

446 the most suitable recipient with the highest priority—a factor that has not received extensive 

447 exploration in prior studies. On the other hand, as the research community increasingly shifts 

448 toward explainable AI (XAI) methods [50, 51], the adoption of this approach represents a 

449 significant step forward. By employing XAI techniques, the performance of developed models can 

450 be interpreted and explained more transparently, fostering greater trust and understanding in their 

451 outcomes.

452 Our study possesses some limitations. Despite the dataset under consideration being of a 

453 substantial size, it was obtained from a freely accessible dataset, aligning with the structure of the 

454 UNOS database will allow for the collection of patient information tailored to researchers' 

455 requirements. While our study demonstrates the effectiveness of the random forest (RF) model in 

456 predicting outcomes for lung transplant patients using the UNOS dataset, it is important to note 

457 the lack of external validation as a limitation. The model was developed and validated only on the 

458 UNOS dataset, which, although comprehensive, may contain biases related to specific populations 

459 and practices in the United States. However, we plan to focus on collaborating with international 

Page 22 of 42

For peer review only - http://bmjopen.bmj.com/site/about/guidelines.xhtml

BMJ Open

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

P
ro

tected
 b

y co
p

yrig
h

t, in
clu

d
in

g
 fo

r u
ses related

 to
 text an

d
 d

ata m
in

in
g

, A
I train

in
g

, an
d

 sim
ilar tech

n
o

lo
g

ies.
 . 

E
n

seig
n

em
en

t S
u

p
erieu

r (A
B

E
S

)
at A

g
en

ce B
ib

lio
g

rap
h

iq
u

e d
e l

 
o

n
 Ju

n
e 7, 2025

 
h

ttp
://b

m
jo

p
en

.b
m

j.co
m

/
D

o
w

n
lo

ad
ed

 fro
m

 
16 M

ay 2025. 
10.1136/b

m
jo

p
en

-2024-089796 o
n

 
B

M
J O

p
en

: first p
u

b
lish

ed
 as 

http://bmjopen.bmj.com/


For peer review only

22

460 transplant registries or multicenter studies to validate the performance of the model in different 

461 populations and healthcare settings. This will enhance the validity of the model and its potential 

462 for widespread clinical adoption. External validation on independent datasets from different 

463 geographic regions or healthcare systems is essential to ensure the generalizability and robustness 

464 of our findings. As part of future work, we are developing an intelligent lung transplant patient 

465 information system at our center. Building on previous efforts to apply AI-based techniques in 

466 solid organ transplantation [52-55], this system aims to integrate the current model with patients' 

467 medical records while leveraging additional AI-based models to enhance its performance.

468 5-Conclusion

469 During this study, we succeeded in developing a priority prediction model based on the huge data 

470 of the UNOS database using ML models with the least error. Our research is among the pioneering 

471 studies that employ the SHAP method as an XAI technique to enhance the comprehensibility of 

472 the proposed model intended for clinicians. Additionally, the automated auxiliary model that we 

473 created can assist clinicians in acquiring a better understanding of the transplant priority estimation 

474 and the crucial factors that influence patient survival.
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654 Tables

655 Table 1- The best selected hyperparameters 

Algorithm Hyperparameters

1 Multiple linear regression positive= False, n_jobs= 2, fit_intercept= True, copy_X= True

2 Random Forest Regressor n_estimators= 90, min_samples_split= 2, min_samples_leaf= 1, max_samples 10000, 

max_features: sqrt, max_depth=10

3 SVM Regressor C =9.11158, loss='epsilon_insensitive', max_iter=5000

4 XGBoost Regressor subsample=1, min_child_weight= 5, max_depth= 6, learning_rate=0.1, colsample_bytree=0.75                    

5 MLP solver= ‘sgd’, Learning_rate= ‘adaptive’, hidden_layer_sizes: (20,), alpha: 0.001, activation: logistic

6 DL Optimizer= ‘sgd’, batch_size= 16, activation= ‘relu’

656

657

Page 29 of 42

For peer review only - http://bmjopen.bmj.com/site/about/guidelines.xhtml

BMJ Open

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

P
ro

tected
 b

y co
p

yrig
h

t, in
clu

d
in

g
 fo

r u
ses related

 to
 text an

d
 d

ata m
in

in
g

, A
I train

in
g

, an
d

 sim
ilar tech

n
o

lo
g

ies.
 . 

E
n

seig
n

em
en

t S
u

p
erieu

r (A
B

E
S

)
at A

g
en

ce B
ib

lio
g

rap
h

iq
u

e d
e l

 
o

n
 Ju

n
e 7, 2025

 
h

ttp
://b

m
jo

p
en

.b
m

j.co
m

/
D

o
w

n
lo

ad
ed

 fro
m

 
16 M

ay 2025. 
10.1136/b

m
jo

p
en

-2024-089796 o
n

 
B

M
J O

p
en

: first p
u

b
lish

ed
 as 

http://bmjopen.bmj.com/


For peer review only

29

658 Table 2- The evaluation metrics of developed models and comparison of the model performance

Model R2(%) Adjusted R2(%) MSE MAE RMSE

1 Random Forest Regressor 95.168 95.163 12.548 2.056 3.542
2 XGBoost Regressor 82.88 82.87 58.326 4.487 7.637
3 Deep Learning algorithm 68. 736 68.23 80.096 42.096 45.05
4 MLP Regressor 66.003 65.98 88.97 5.681 9.432
5 Linear Regression 52.259 52.23 123.989 6.984 11.131
6 Support Vector Machines 48.590 48.55 133.591 6.570 11.555
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662

663 Table 3- The top 11 features identified by the SHAP method based on the prediction model

# Feature Description
1 INIT_O2 The amount of oxygen needed when the transplant candidate is on 

the waiting list
2 GROUPING Lung transplant candidate diagnosis group
3 DAYSWAIT_CHRON The amount of waiting time of patients on the waiting list - up-to-

date waiting time
4 MED_COND_TRR The status of the patient's lungs at the time of the last clinical 

evaluation
5 HEMO_SYS_TRR The latest status of Hemodynamics Pcw (Sys) MM/Hg
6 END_O2 O2 Requirement at rest
7 VENTILATOR_TCR The patient's status in terms of the need for a ventilator
8 LIFE_SUP_TCR The amount of social and financial support
9 CIG_Use History of cigarette use
10 Vent_Support_TRR Episode of ventilatory support
11 Transfusion Events occurring between listing and transplant

664

665
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666 Figure legends

667 Fig 1. Schematic diagram illustrating the proposed methodology for developing machine learning models. 

668 The process includes data preprocessing, feature engineering, model training, and evaluation, followed by 

669 a systematic comparison of multiple models using performance metrics to identify and select the optimal 

670 model for deployment.

671 Fig 2-(a) SHAP summary plot of the top 11 features for predicting lung allocation score using random forest 

672 regressor and (b) SHAP values to explain the predicted probabilities

673 Fig 3- Interactive web-based interface for the machine learning model, developed using the Streamlit 

674 framework. The tool allows users to input data, visualize predictions, and explore model performance 

675 metrics in real-time, providing an accessible platform for researchers and practitioners to interact with the 

676 developed algorithm

677

678
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Fig 1. Schematic diagram of the proposed method 
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Fig 2-(a) SHAP summary plot of the top 11 features for predicting lung allocation score using random forest 
regressor and (b) SHAP values to explain the predicted probabilities 

41x45mm (600 x 600 DPI) 
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Fig 3- Interactive web-based interface for the machine learning model, developed using the Streamlit 
framework. The tool allows users to input data, visualize predictions, and explore model performance 

metrics in real-time, providing an accessible platform for researchers and practitioners to interact with the 
developed algorithm 

122x136mm (144 x 144 DPI) 
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Table A-1- Dataset description

Summary statistics of the selected continuous predictors (N=)

Variable Range Mean (SD) SE 95% Conf.

Age 18-58 54.27 (17.30) 0.095 39.2977

BMI 14.997- 44.77 25.3 (3.83) 0.021 25.2586

FEV1 value 5-120 39.484 (17.30) 0.095 39.2977

Initial creatinine 0.1-24 0.841 (0.407) 0.002 0.8369

Lung 

recipients

Total Albumin serum 0.5-24 3.8787 (0.406) 0.002 3.8743

Summary statistics of selected categorical predictors (N=)

Variable n Percentage (%)

Male 18085 54.86
Gender

Female 14881 45.14

A 1513 38.31

B 4529 11.32

AB 1513 3.78
ABO

O 18648 46.59

Positive 363 1.10

Negative 30061 91.19History of 

Malignancy
Unknown 2542 7.71

Having 808 2.45

Lung 

recipients

History of previous 

transplantation Not Having 32158 97.55

Male 14154 42.94

Female 14154 42.94GENDER

Unknown 9704 29.44

A 279 0.85

B 2544 7.72

AB 11832 35.89

O 13038 39.55

ABO

Unknown 279 0.85

Positive 9756 29.59

Negative 21300 64.61

Donor

History of 

Malignancy
Unknown 1910 5.79
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Table A-2- Baseline Dataset description from UNOS database

Variables count mean std min 25% 50% 75% max

GROUPING 32966 1.9387
25

1.3160
87

0 0 3 3 3

GENDER 32966 0.5485
96

0.4976
4

0 0 1 1 1

ABO 32966 1.6676
58

1.3853
79

0 0 2 3 3

WGT_KG_TCR 32966 72.416
14

17.805
07

3.1 59.422 72.575 84.822 212

HGT_CM_TCR 32966 168.29
24

12.245
25

5 160.02 168.61
97

175.5 210.82

FUNC_STAT_TCR 32966 2063.0
03

278.18
43

1 2040 2060 2070 4100

DIAB 32966 6.7644
54

72.834
96

0 1 1 1 998

MALIG_TCR 32966 0.1652
31

0.5405
16

0 0 0 0 2

TOT_SERUM_ALBUM 32966 3.8786
76

0.4068
92

0.5 3.8723
02

3.8723
02

3.8723
02

9.8

RESIST_INF 32966 0.1060
49

0.3936
11

0 0 0 0 2

HEMO_SYS_TCR 32966 42.636
04

16.843
37

0 32 39 47 180

HEMO_PA_DIA_TCR 32966 17.793
79

8.9353
08

0 12 17 21 110

HEMO_PA_MN_TCR 32966 27.511
46

10.971
3

0 21 26 31 110

HEMO_PCW_TCR 32966 10.695
36

5.3746
86

0 7 10 14 50

HEMO_CO_TCR 32966 5.2616
08

1.4071
82

0.2 4.4 5 5.96 15

CIG_USE 32966 0.5656
13

0.4956
84

0 0 1 1 1

TCR_DUR_ABSTAIN 32966 57.322
61

166.72
62

1 7 7 56 998

LAST_INACT_REASON 32966 5.2636
35

1.5007
13

1 5 5 5 16

INIT_STAT 32966 7043.2
71

178.32
2

7010 7010 7010 7010 7999

INIT_O2 32966 4.0979
41

4.1383
58

0 2 3 4.1564
1

35

END_O2 32966 5.4139
94

5.2037
36

0 2.5 4 6 26.3

INIT_CREAT 32966 0.8412
88

0.4078
41

0.1 0.68 0.8 0.98 24

END_CREAT 32966 0.8471
1

0.4216
2

0.08 0.66 0.8 0.99 25

CALC_LAS_LISTDATE 32966 43.041
33

16.167
66

0 33.676
89

37.545
7

45.019
99

96.224
91

DAYSWAIT_CHRON 32966 213.51
44

367.05
53

0 20 73 236 5120
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Variables count mean std min 25% 50% 75% max

INIT_AGE 32966 54.273
98

14.244
29

0 48 58 64 81

LIFE_SUP_TCR 32966 0.0705
27

0.2560
37

0 0 0 0 1

VENTILATOR_TCR 32966 0.0393
44

0.1944
14

0 0 0 0 1

INIT_LLU_FLG 32966 0.3566
71

0.4790
24

0 0 0 1 1

INIT_RLU_FLG 32966 0.3546
38

0.4784
11

0 0 0 1 1

INIT_BLU_FLG 32966 0.8302
49

0.3754
19

0 1 1 1 1

END_LLU_FLG 32966 0.3630
71

0.4808
92

0 0 0 1 1

END_RLU_FLG 32966 0.3613
42

0.4803
97

0 0 0 1 1

END_BLU_FLG 32966 0.8421
1

0.3646
43

0 1 1 1 1

DR51 32966 19.820
75

38.825
21

0 0 0 0 99

DR51_2 32966 2.9355
09

16.525
55

0 0 0 0 99

DR52 32966 20.401
29

39.140
27

0 0 0 0 99

DR52_2 32966 2.8566
1

16.278
53

0 0 0 0 99

DR53 32966 20.145
18

39.013
53

0 0 0 0 99

DR53_2 32966 2.9363
59

16.518
35

0 0 0 0 99

DQ1 32966 2.2774
98

20.304
64

0 0 0 1 609

DQ2 32966 3.0090
7

29.151
05

0 0 0 0 609

MED_COND_TRR 32966 1.8775
71

1.3539
62

0 0 3 3 3

CREAT_TRR 32966 0.8561
59

0.3541
49

0.1 0.71 0.8643
11

0.9 25

DIAL_AFTER_LIST 32966 0.3119
58

0.4688
32

0 0 0 1 2

FEV1_TRR 32966 39.484
49

17.302
73

5 26 39.941
8

45 120

HEMO_CO_TRR 32966 5.3365
05

1.1499
13

1 4.86 5.3473
03

5.53 15

HEMO_PA_DIA_TRR 32966 17.906
18

7.3117
2

0 14 17.951
62

19 110

HEMO_PA_MN_TRR 32966 27.369
64

8.6623
76

0 23 27.433
37

28 110

HEMO_PCW_TRR 32966 10.680
73

4.3508
63

0 9 10.687
58

12 50

HEMO_SYS_TRR 32966 42.506
21

13.378
96

0 35 42.667
5

42.667
5

180
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Variables count mean std min 25% 50% 75% max

INFECT_IV_DRUG_TRR 32966 0.4634
47

0.6279
66

0 0 0 1 2

INOTROP_VASO_CO_TRR 32966 0.6707
52

0.5336
64

0 0 1 1 2

INOTROP_VASO_DIA_TRR 32966 0.6995
39

0.5285
4

0 0 1 1 2

INOTROP_VASO_MN_TRR 32966 0.6828
55

0.5329
5

0 0 1 1 2

INOTROP_VASO_PCW_TRR 32966 0.6769
4

0.5297
01

0 0 1 1 2

INOTROP_VASO_SYS_TRR 32966 0.7045
44

0.5271
42

0 0 1 1 2

OTH_LIFE_SUP_TRR 32966 0.0138
02

0.1166
71

0 0 0 0 1

PCO2_TRR 32966 47.768
1

10.660
06

10 42.1 47.648
14

48 120

PRIOR_LUNG_SURG_TRR 32966 0.3923
74

0.5680
63

0 0 0 1 2

STEROID 32966 0.9488
56

0.8256
43

0 0 1 2 2

TBILI 32966 0.5944
13

0.6892
98

0.1 0.4 0.6 0.6113
84

36

TRANSFUSIONS 32966 0.3857 0.5528
85

0 0 0 1 2

VENT_SUPPORT_TRR 32966 0.4269
85

0.6005
65

0 0 0 1 2

VENTILATOR_TRR 32966 0.0396
17

0.1950
6

0 0 0 0 1

INHALED_NO_TRR 32966 0.0054
6

0.0736
92

0 0 0 0 1

PRIOR_CARD_SURG_TYPE_O
STXT_TRR

32966 94.764
45

3.8366
07

0 95 95 95 95

PROSTACYCLIN_TRR 32966 0.0041
56

0.0643
32

0 0 0 0 1

TRACHEOSTOMY_TRR 32966 0.3548
5

0.5263
56

0 0 0 1 2

ECMO_72HOURS 32966 0.7065
76

0.4923
41

0 0 1 1 2

INHALEDNO_72HOURS 32966 0.7239
28

0.5000
37

0 0 1 1 2

INTUBATED_72HOURS 32966 0.8559
42

0.5551
87

0 1 1 1 2

HBV_CORE 32966 1.0421
04

1.3775
25

0 0 0 3 3

HBV_SUR_ANTIGEN 32966 0.9615
06

1.3870
78

0 0 0 3 3

HBV_SURF_TOTAL 32966 2.2479
52

1.2260
29

0 2 3 3 3

CMV_STATUS 32966 1.7322
7

1.1952
81

0 0 2 3 3

HIV_SEROSTATUS 32966 0.9831
34

1.3915
81

0 0 0 3 3
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Variables count mean std min 25% 50% 75% max

HCV_SEROSTATUS 32966 0.9818
6

1.3788
63

0 0 0 3 3

EBV_SEROSTATUS 32966 2.1486
08

0.7635
92

0 2 2 3 3

CRSMATCH_DONE 32966 1.5881
51

0.5852
56

0 1 2 2 2

CPRA 32966 747.29
97

431.05
68

0 86 999 999 999

PREV_TX 32966 0.0245
1

0.1546
29

0 0 0 0 1

PREV_TX_ANY 32966 0.0257
84

0.1584
93

0 0 0 0 1

DA1 32966 9.9479
16

71.844
42

1 2 3 10 6802

DA2 32966 45.965
09

187.60
4

0 24 33 48 6802

DB1 32966 43.607
44

179.94
94

7 13 44 46 5501

DB2 32966 71.462
45

234.55
61

0 44 60 76 8201

DDR1 32966 10.588
12

29.918
02

1 4 11 11 1501

DDR2 32966 23.310
59

55.512
5

0 13 15 24 1602

RA1 32966 20.054
06

130.37
15

0 2 3 23 6801

RA2 32966 80.445
43

330.79
92

0 24 68 92 6802

RB1 32966 80.574
83

311.74
06

0 8 44 92 5703

RB2 32966 142.11
97

480.61
77

0 44 61 162 8201

RDR1 32966 21.514
23

82.279
82

0 4 13 24 1601

RDR2 32966 46.769
25

139.00
17

0 13 17 53 1602

AMIS 32966 35.698
6

46.580
73

0 1 2 99 99

DRMIS 32966 35.776
83

46.563
09

0 1 2 99 99

HLAMIS 32966 37.797
79

45.080
84

0 4 5 99 99

MALIG_TRR 32966 0.6257
05

0.4866
36

0 0 1 1 2

CMV_IGG 32966 2.3041
62

1.0777
62

0 2 3 3 3

CMV_IGM 32966 2.0563
31

1.2855
16

0 1 3 3 3

HIST_COCAINE_DON 32966 0.5201
42

0.6779
7

0 0 0 1 2

AGE_DON 32966 34.465
05

11.732
68

6 26 34 40 76
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Variables count mean std min 25% 50% 75% max

HBV_CORE_DON 32966 1.9179
15

1.3698
88

0 1 1 4 4

HBV_SUR_ANTIGEN_DON 32966 1.8853
06

1.3676
88

0 1 1 4 4

ABO_DON 32966 2.8215
43

1.3835
85

0 3 3 4 4

ALCOHOL_HEAVY_DON 32966 0.5142
27

0.6755
2

0 0 0 1 2

GENDER_DON 32966 1.0180
79

0.7552
08

0 0 1 2 2

HEP_C_ANTI_DON 32966 1.9044
47

1.3691
03

0 1 1 4 4

ANTIHYPE_DON 32966 0.7437
66

0.7968
65

0 0 1 1 2

BUN_DON 32966 19.683
7

13.757
26

0.4 12 20.214
87

20.214
87

245

CREAT_DON 32966 1.4041
16

1.2691
58

0.07 0.82 1.3 1.4200
9

37

PT_DIURETICS_DON 32966 1.2838
68

0.7875
79

0 1 1 2 2

PT_STEROIDS_DON 32966 1.3480
25

0.7613
86

0 1 2 2 2

PT_T3_DON 32966 0.3065
28

0.4690
17

0 0 0 1 2

PT_T4_DON 32966 1.2296
61

0.8051
9

0 1 1 2 2

PT_OTH2_OSTXT_DON 32966 5972.5
15

2591.6
37

0 4203.2
5

7694 7694 9269

PULM_INF_DON 32966 1.2977
92

1.1749
39

0 0 1 3 3

SGOT_DON 32966 96.904
49

306.02
49

0.3 31 68 97.527
13

20000

SGPT_DON 32966 97.767
02

365.39
33

0.4 25 56 97 44117

TBILI_DON 32966 0.9881
08

1.0570
65

0 0.6 0.9877
6

0.9877
6

59

URINE_INF_DON 32966 0.9634
78

1.3424
44

0 0 0 3 3

VASODIL_DON 32966 0.5357
64

0.6966
22

0 0 0 1 2

VDRL_DON 32966 2.1988
11

1.8183
14

0 1 1 5 5

CLIN_INFECT_DON 32966 1.2380
03

0.7994
13

0 1 1 2 2

HIST_CIG_DON 32966 0.4278
04

0.6079
43

0 0 0 1 2

HIST_HYPERTENS_DON 32966 0.6235
82

0.7483
24

0 0 0 1 2

HIST_CANCER_DON 32966 0.3236
97

0.4948
65

0 0 0 1 2

DIABETES_DON 32966 0.3953
47

0.5802
36

0 0 0 1 2
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Variables count mean std min 25% 50% 75% max

HIST_OTH_DRUG_DON 32966 0.8759
02

0.8238
69

0 0 1 2 2

CMV_DON 32966 2.7614
21

1.1451
94

0 1 3 4 4

DDAVP_DON 32966 0.5305
47

0.6931
6

0 0 0 1 2

HEPARIN_DON 32966 1.6638
66

0.5103 0 1 2 2 2

ARGININE_DON 32966 1.2218
65

0.8072
42

0 1 1 2 2

WGT_KG_DON_CALC 32966 77.364
88

14.876
9

23.5 70 77.353
48

81.6 189

BMI_DON_CALC 32966 26.190
33

4.5802
42

10.588
66

23.667
83

26.221
13

27.173
1

66.035
64

HBV_NAT_DON 32966 2.0281
81

1.4016
18

0 0 3 3 3

ABO_MAT 32966 1.6387
79

0.9052
58

1 1 1 3 3

DIAL_PRIOR_TX 32966 0.6500
64

0.4834
63

0 0 1 1 2

ISCHTIME 32966 5.2922
57

1.5282
11

0.042 4.5664
06

5.3519
05

5.6328
13

25

O2_REQ_CALC 32966 5.3750
88

4.2890
68

0 3 5.4579
95

5.4579
95

26.3

PRIOR_CARD_SURG_TRR 32966 0.3284
29

0.4908
72

0 0 0 1 2

MALIG 32966 0.4118
18

0.5984
24

0 0 0 1 2

HGT_CM_CALC 32966 169.99
18

8.2559
88

122 165.1 170.03
08

175 210.82

BMI_CALC 32966 25.299
95

3.8325
76

14.997
85

23.382
51

25.392
36

27.331
17

44.777
87

DISTANCE 32966 211.25
96

210.94
01

0 67 215 221 4137

VENT_SUPPORT_AFTER_LIS
T

32966 0.4269
85

0.6005
65

0 0 0 1 2

PROTEIN_URINE 32966 0.8621
31

0.8219
72

0 0 1 2 2

CARDARREST_NEURO 32966 0.3973
79

0.5680
28

0 0 0 1 2

PO2 32966 380.25
4

121.57
52

3.2 368 382.31
52

457 754

HIST_MI 32966 0.3272
46

0.4933
55

0 0 0 1 2

LV_EJECT 32966 58.086
24

9.4403
97

1 58 58.118
68

61 99

CORONARY_ANGIO 32966 2.0919
74

1.3279
38

1 1 1 4 4

BIOPSY_DGN 32966 3.0819
33

1.9978
58

1 1 5 5 5

HBSAB_DON 32966 3.8937
39

1.4628
7

0 3 3 6 6
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Variables count mean std min 25% 50% 75% max

EBV_IGG_CAD_DON 32966 4.8062
85

1.5472
43

0 4 4 7 7

EBV_IGM_CAD_DON 32966 2.7079
72

2.2522
66

0 1 1 6 6

CDC_RISK_HIV_DON 32966 0.5345
81

0.6988
12

0 0 0 1 2

INOTROP_SUPPORT_DON 32966 0.9822
54

0.8363
9

0 0 1 2 2

TRANSFUS_TERM_DON 32966 294.91
72

454.81
1

0 0 1 998 998

PO2_FIO2_DON 32966 86.126
1

21.280
58

1 86 100 100 100

PCO2_DON 32966 37.029
91

5.5849
25

10 34.7 37 39 110

BRONCHO_LT_DON 32966 321.94
15

464.84
33

1 2 2 998 998

BRONCHO_RT_DON 32966 331.79
15

468.46
5

1 2 2 998 998

CHEST_XRAY_DON 32966 300.36
43

455.52
74

1 2 5 999 999

PH_DON 32966 7.4153
15

0.0835
11

5 7.4 7.4155
55

7.44 8

HEMATOCRIT_DON 32966 29.215
83

4.4611
27

2.5 27 29.149
96

30.6 71
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